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U. S. ARMY OPERATIONS RESEARCH SYMPOSIUM

15-18 May 1972

FOREWORD

The Eleventh Annual U. S. Army Operations Research Symposium was
held on 15-18 May 1972. These symposia, normally held in the spring
of each year, are sponsored by the Office of the Chief of Research and
Development, and conducted by the U. S. Army Research Office-Durham.

This year some new aspects were introduced, such as, expository
presentations on decision analysis, panel sessions on related subjects
and a considerable amount of audience participation. The response of the
participants is being evaluated to determine the future structure of the
symposia.

This volume contains invited and contributed papers and-major
addresses. Some of the presentations at the symposium are not included
here either because the paper was nct formelized or the speaker chose
not to have his remarks published.

The technical progrem for the symposium was planned and organized
by Mr. Jerome H. N. Selman of the U. S. Army Munitions Commend and ARO-D.
This office is indebted to Mr. Selman for his outstanding efforts on our
behalf. We also appreciate the valuable assistance of those who organized
and participated in the various sessions and panels of our symposium.

;2444,0 %?blz;lv L]
LOTHROP MITTENTHAL
COL, GS
Commanding

U. S. Army Research Office-~-Durham
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WELCOME

! 3 by

Vo

COLONEL LOTHROP MITTENTHAL
CO, U. S. Army Research Office-Durham

e

On behalf of the Army Research Office here in Durham I'd like to
welcome you all here. Perhaps some of you should be welcoming me because
many of you have been here a number of times and I have never been to one
of these before. Nevertheless I would like to say a few words about this
meeting and some of the other things we do here. As you are probably well
aware, this has turned out to be a very popular symposium. This is the
eleventh in the series and in fact, unfortunately, because of space
limitations, again we had to turn some peoplz away. Our function here
in Durham, of course, is considerably broader than this. Our main mission
is supporting basic research in the physical and engineering sciences and
the environmental sciences through grants and contracts to universities.
In addition, we do a number of other things but perhaps we're second most
. famous for our scientific services; that is, the consultant services we

have to Army laboratories which provides experts on short notice. A

third function that we have in this office is supporting scientific

symposia, of which this is perhaps our most prominent one. There are

some twenty-three others this year that we are supporting in various

places. A fourth function, which is somewhat related to this but a

little more "junior" category, is that we support and sponsor the National
Junior Science and Humanities Symposium in which we have thirty-one

regional symposia of high school students who present their own scientific
papers - people a bit junior ts you in scientific status and age - and then

3 they convene annually for a national symposium. Those are our major functions.
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: Some of you who are familiar with this office may wondar about our

5 status There was some indication we would be moving from here. We are

n- going to be leaving the Duke campus for another few years. We must

leave iere by Febyuary, 1975, but it has been decided to stay here until

our le.se expires, As you also know, Duke University has chosen to sever

: their ce --ractual relationship with us., That is now being phased out and
we have « new contract for scientific services with Battelle-Columbus

' Laboratories, which on May 1, set up an office here in Durham. We trust

b

we will be able to give you just as good service through Battelle as we
were able to give you through Duke.

T .

Some of you also may have heard about student unrest here. Of course,
you don't have to worry about it too much right now. Final exams are over
and graduation was Sunday and only the most eager students could remain
behind after that to harass us here. As far as I know, none have. We
have been asked by students to leave the campus on the grounds that we are
imperialist warmongers. We couldn't really agree with them and declined
to do so. That's really been about the net effect of it, and I doubt very

much that our meeting will be in any way impeded by that. I hope you will
have a stimulating symposium,
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EULOGY FOR DR. GEORGE E. NICHOLSON, JR.
by

DR. MARION R. BRYSON

U. S. Army Combat Developments Command
Systems Analysis Group
Fort Belvoir, Virginia

Dr. George E. Nicholson, Jr. was a man of unusual stature i. the
scientific world. His reputation as an outstanding leader in both
statistics and Operations Research was international.

Dr. Nicholson was born on June 21, 1919 in Brooklyn, New York and
obtained his early education in that city and at the University of North
Carolina. Being unable to enlist in the Armed Forces during World War 1I,
he joined the war effort at Columbia University as a mathematician with
the Columbia prcject. There he became interested in the emerging field
of Operations Analysis. He served with distinction as a civilian opera-
tions analyst for the Air Force in Saipan until the end of the war.

In 1946, he began a long career at the University of North Carolina.
He earned a Ph.D. in statistics at UNC in 1948 and was immediately appointed
to the faculty there. In 1952, he was appointed chairman of the Department

of Statistics at North Carolina; a position he held for the following 19
years.,

Dr. Nicholson's versatility led to his service on many important tasks
throughout his career. These include service as a U. 5. representative to
Europe on a Weapons Evaluation Committee in NATO in 1964 and a similar

position in Japan in 1965. For many vears he headed an’ Air Force Qperations
Research unit in Chapel Hill.

His many honors include the Medal of Freedom fer his Air Force work
in Saipan, the Department of Defense Exceptional Ciyvilian 3ervice Medal
for his NATO work, Fellowship in the American Statistical Association,
and Fellowship in the Institute of Mathematical Sthistics, an orgenization’
he served as secretary for many years,

0f particular interest to those honoring D{. Nicholson here today
is his work in the Army Operations Research symposia. He was a leader,
advisor, and willing participant in the planning and conduct of these
meetings from their beginning in 1962. In thé first two symposia he
was a segsion chairman. 1In 1964 he was hon;fed by the Symposium Planning
Committee with nis appointmen: as general chairman of the meeting, an
honor repeated ia 1966. 1In 1965 he was the/ closing speaker when he
delivered the critique address. His guidance and counsel during the
succeeding years served to insure the success of the AORS. For the 1972
symposium, the current one, he was appointed program chairman with
overall responsibility for the organization of the technical sessions.
What you will hear in the next threa days was very much influenced by
him in the formative months when wise guidance is so necessary.

!
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Nick never met a stranger. His outgoing personality and friendly
nature made each of us who knew him feel as if we were one of his special
friends; as, indee!, we were. Although his assistanca was widely sought,
he always had time to heip when called upon., Nick took a personal interest
in the problems of those around him. He was no less willing to talk at
length with the beginning student than he was with the internationally
famous. Nick received his grectest pleasure from his family, his friends,
his colleagues; but he always gave more than he received.

With the death of Dr., ~:orge E. Nicholson, Jr., on 3 December 1971,
tha scientific commun’tv lost a leader, military Operations Research
lost & fcunding fatl::', but we, his many friends, had our sorrow tempered
with thankfulness for .aving shared in the life of a great man.
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INTRODUCTION OF KEYNOTE SPEAKER

by

BRIGADIER GENERAL CHARLES D. DANIEL, JR.
Director of Army Resea.ch

I'd 1ike to add my welcome to you to that of Colonel Mittenthal for
it is my distinct pleasure to introduce our Keynote Speaker, Mr. Abraham
Golub, Scientific Advisor to the Assistant Chief of Staff for Force
Development, United States Army.

The purpose of the symposia is to provide a broad forum for the
exchar- of information and ideas concerniryg the uses and techniques of
Operations Research and to focus on the needs and accomplishments of the
Army in this area. One of the primary uses of Operations Research in the
Army is in force development. This activity determines to a large extent
how the Army will be organized, equippec and trained to accomplish its
many missions. There will never be enoug- resources, of course, to perform
every single task believed ne:ccrury for defense. It is the job of the
analyst to make detailed examinzticns to insure the most efficient
allocation of the available resourc.:a, Thus, the job of force development
and the resultant effectiveness of .. Army depends upon how well the
analysts and managers at all levels couduct those examinations. To
provide the Army with qualified analysts and managers, ACSFOR is deeply
involved in the Operations Research Analysis Officer Career Program. This
includes assistance to the Deputy Chief of Staff for Personnel in the
formulation of policy and determination of standards of selection of
program members and in the designation of ORSA specialists and exerutive
positions within the Army. The Xeynote Speaker of this year's symposium,
Mr. Abraham Golub, occupies 3 key position in the activity thac I have
Jjust described, As Scientific Advisor to the Assistant Chief of Staff
for Force Development, Mr, Golub advises General Williams, who has general
staff responsibility for the development and implementation of Army force
development plans and the development of the requirements documents which
lead to the acquisition of specific items of equipment. To his current
position, Mr. Golub brought many years of experience in Operations Research
«iad I would like to give you a few of the highlights of his career.

Mr. Golub received his B. A. in Mathematics from Brooklyn College. In
1942, he joined the Office of Chief of Ordnance and was called to active
duty from the period 1943 to 1946. Upon his release from service, he
joined the Ballistics Research La: - ratory and, in succeeding positions of
increasing responsibility, was appointed the Associate Technical Director
of the laboratory in 1962. During his period of service at BRL, Mr. Golub
received his M. A, in Mathematical Statistics at the University of Delaware
in 1949, and he taught his specialty there from the period 1952 to 1954. He
continued his graduate studies at George Washiugton University from the -
period 1954 to 1959, 1In 1964, he was appointed Deputy Special Assistant
for Operations Research to the Assistant Secretary of the Army for Financial
Management and for the period 1966 to 1969 he served as Assistant Deputy
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Under Secretary of the Army for Operations Research. In 1969, he accepted
his current position in ACCFOR. Mr. Golub is currently a member of the
Operations Research Society of America, the American Mathematical Society

and the American Ordnance Association, among others. He has published
several articles, one of which bears the title, "For Better Use of Present

3 ORSA Talent." Today, Mr. Golub will speak to you on the subject of "Risk

] Analysis Planning for Today's Army." Since the theme of this symposium

is "Risk Analysis", Mr. Golub's title suggests a challenge to the participants
to apply this concept to its fullest potential, net only in our attempts to
solve today's problems but also in our preparation for the development of

: future forces. It's a very great privilege and a pleasure to introduce our

E distinguished keynoter, Mr. Golub,
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"RISK ANALYSIS AND PLANNING FOR TOMORROW'S ARMY"#

by

DR. ALRAHAM GOLUB
Office of the Assistant Chief
of Staff for Force Development
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Thank you, General Daniel for that gracious introduction. But first
let me put things straight for the record. As many of you know, my boss
General Williams, The Assistant Chief of Staff for Force Development, was
to have given this address. Unfortunetely, he couldn't attend--for fairly
obvious reasons these days--and he asked me to convey his disappointment
that he could not be with you. He also asked me--no, directed me--to
f£ill in for him,

s

PRSI

Now even though I was informed of my participation in these sessions
only four days ago, I did consider two possible options for accomplishing
my mission. First, I could simply relate some of the material previously
prepared by General Williams and express his views--or I could prepare a
paper from scratch and present some of my own views. In making that
decision I examined my most recent risk analysis to see whether they were
sufficiently successful to warrant discussion before this body. However,
just as I began to give these two options serious consideration,

General Williams called me again to make sure that I would convey his
views and, above all, that I would make it short--so that you people
could get down to the business of your meetings. So that's what I will do.
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Incidentally, I did examine my most recent risk analysis for evidence i

3 of success, and as it turned out General Williams was quite right in his
1 ) choice of my option. Let me explain.

‘ Some time ago my wife indicated that she would like to have our son
£ ' and daughter come home from school to help me celebrate my birthday. She
( thought it would be a good idea to have the family spend that day together. E
3 The following day I checked my schedule, exercised a measure of control,
moved some meetings around and assured my wife that there was little
question (probability close to 1) but that I would be home that day and
to go ahead and notify the kids. Well, I can now report three facts that
relate !‘mportantly to the success of my analysis. First my daughter
arrived home as scheduled; second my son arrived homwe as scheduled and

third my birthday is May 16. As you can see, General Williams was
undoubtedly right in his guidance to me.

The theme you have selected for this year's meeting, "Risk Analysis,"
is most timely and opportune because of the rapidly changing environment

we are living in today. From the standpoint of the ACSFOR I can summarize

this new environment with a few terse phrases: Reduced Manpower, Higher
Personnel Costs, Lower Budgets, Shiftiug National Priorities, and--

RO TS 7 N Pg

*Keynote Address, United States Army Operations Research Symposium,
purham, North Carolina, 16 May 1972.
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perhaps most difficult of all--Unprecedented Public Scrutiny of Our Defense
Acquisition Processes....I'm sure you are all aware of these factors. My
point is that every one of these factors contributes added pressure to
perform the force development and equipment acquisition processes as
skillfully as possible. It is not through lack of honest desire or of
trying--we invent and invoke new sets of controls and techniques when we
think it necessary--but all too often we seem to be frustrated in our
attempts to overcome the major cost overruns, schedule slippages and
hardware deficiencies that have plagued us for so long. It almost seems
as though there has been something fundamentally wrong or lacking in our
practices, and General Williams has become convinced that the early and
explicit consideration of risk may be an important essentiasl that is
lacking.

Before I get into the reasons why the ACSFOR is interested in risk
analysis, and the ways in which he hopes it can provide assistance to the
difficult job of force development, I'd like to take a few minutes to
briefly explore how he views risk and "Risk Analysis". Risks in themselves
are notn‘ng new. The military has always lived in an atmosphere of risks--
both in peacetime plenning and in actual war--and they have always tried
to analyze risks. I'm sure the military's oft cited "Calculated Risk"
is a term you are all familiar with. What impresses General Williams is
that the analysis of risk is being formalized and analytical techniques
are being developed to help the military 'Calculate’ the "Calculated Risk".
There seem to be a lot of different terms around to describe this kind of
activity, and the ACSFOR was both amused and a little perplexed at the
number of variations on the theme of "Risk" that do exist. Let me show
you what he collected from just two pages of some background material.

He believes that these are reaily all names for the same kind of work, and
that a good deal of such work has been done previously under different
names. Generally, the ACSFOR regards risk simply as meaning the "Probability
of failure (or success)", but perhaps more important, he always thinks in
terms of the "Impact of that Failure". For example, if scmeone should
mention the risks associated with the Army's Advanced Attack Helicopter
Program, I think General Williams would think first and foremost in terms
of the impact should that program fail. He believes that if the analyst
is fully aware of the impact of & possible failure he will most likely
come up with a more careful and better risk analysis. I think you'll
understand this better when I describe the responsibili:ies of the ACSFOR.

When Secretary Packard first gave prominence to the term "Formal
Risk Analysis", he was addressing primarily the problems associated with
the weapon system acquisition process. The ACSFOR's generalized impression
of risk analysis is, I believe, consistent with this. He views it as a
process wherein the risks associated with a particular developmental
program are identified and evaluated, and alternatire courses of action for
reducing risk are generated. He also regards it as a continuing and
iterative type of process rather than a one-time effort. 1 said I would
"priefly explore" the ACSFOR's view of risk analysis, so I'll keep my
word and stop now. (Figure 1)
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General Williams is aware also that we are beginning to see far greater
concern with risk and uncercainties at all levels of the national defense
effort. At one end of the spectrum we see attempts to perform the kinds
of risk analyses that I have been describing. For example, there have been
recent publications which are clearly in line with the highly focused
technical evaluatiors intended by Secretary Packard and which address
specific systems such as the Lance Missile and the new 105MM Towed Howitzer.
He applauds such analytical efforts, for such analyses can be the key
building blocks in evaluating the uncertainties associated with more
aggregated systems. Moreover, he recognizes how these risk analyses
interface with Decision Analysis: The process of sorting out the best
combination of alternatives.

At the other end of the spectrum we now have what 8Becretary Laird has
referred to as "Net Assessment". This is a kind of risk analysis at the
national level in which ail factors--Military, Technological, Political
and Economic-~-are examined to see which factors impede and which enhance
the achievement of our national security objectives. In these assessments
we weigh the capabilities of potential enemies against our own capabilities
and those of our allies. Out of this comparison comes a balance or net

effect which is one measure of the risk associated with achieving a
particular objective.

Let me now take some time to explain how ACSFOR fits into the Army's
scheme of things--and show why he has & special interest in the potential
benefits of risk analysis.

General Williams hasn't always fcund it easy to explain to others what
it is that The Assistant Chief of Staff for Force Development is supposed
to do. The tiile isn't quite as intuitively or as historically appreciated
as--for example-~The Assistant Chief of Staff for Intelligence, or the
Deputy Chief of Staff for Personnel. Not too long ago he was attempting
to describe the job to a British General Officer. After a minute or so
the British Officer interrupted him to say, "Oh, now I know what it is you
do--we have essentially the same job here, but we call it The Assistant
Chief of Staff for Size and Shape'. Acutally, that's 1ot too far off the
mark. Generai Williams frequently describes his job by analogy with a weaver.
He's the fellow with the loom there in the middle--in the middle of The
Army Staff and in the middle of The Force Develonment Process. Now let's
look at what's going on in all this weaving. If there's any one thing
that you can say sbout ACSFOR, it is that the ACSFOR's job is to determine
the requirement for people and for things to man the force structure.

Now how does this come about? ACEI develops the threat forecast and

then DCSOPS working closely with The Chief of Staff in the jJoint arena
establishes the strategic concepts and determines the major units required
to carry out the joint strategy. ACSFOR rounds out the force structure

by way of The Army Force Development Plan which establishes the requirement.
Once ACSFOR identifies this requirement, everyone else has a responsibility
for doing something. DCSPER gets the men and is responsible with CONARC
for their training. DCSLOG with AMC gets the equipment. CDC comes up with
ideas, concepts, and force designs: CRD determines development effort
required. ACSC-E sets the policy and standards for Army communi cation.

10

A
e
&

3

2

P
2
£
H

s

it

FOP7 SN PON R S

3
p
i
H
3
%




B T e bl o C oo
TSRS O TS T R NI Y N T vy Ly s Ffase TN

L ATE R T RAYRT R T T e N YN, LR L o

SR L. .

When all this effort is brought together by the ACSFOR you see the Army
force structure represented by SCARF which is the end product of the

ACSFOR. The ACSFOR is the integrator of all staff activities. (Figure 2)

T A TS

If General Williams were pressed to give a one sentence summary of
the mission of the ACSFOR, I think he wowld say this: (Figure 3)

There is, of course, a great deal implied by that simple statement.
For example, it means properly trained, fully eguipped, adequately supported,
continually modernized, properly organized, and so forth. Fulfillment of :
all these implied goals is what adds the extra dimension of challenge to

the ACSFOR's Jjob. As you might expect, this job often tekes on the
aspects of crystael-ball gezing and juggling.

E|
]
£
1
3
i
3
i
9
3
3
9
4
3

Among the things the ACSFOR must try to foresee are: Congressionally-
; impoced manpower ceilings, levels and trends of future Army budgets,
Z civilian and military pay scales, dates-quantities-and-capasbilities of
- mcdernization equipment, Jfuture OSD obligations such as special mission
L forces, and finally--possible changes in the Army's strategic requirements.
Clearly, there is moderate to substantial uncertainty in all these factors,
and a pretty good risk of being wrong in several areas.

e T RS NAIALIORY, patirg~so-riitiy phant ity xm’l TR 2

N P L leas
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The Defense Department and the Army have a systematic procedure for
developing and updating the Army progrem each year. It all begins with

preparation of the force development plan by the ACSFOR's office. One
of the realities we must cope with is that each year we must begin with the

army structure that is in-being. We begin with what we have.

i & e
N S R ARSI R

Sh it A OIS 20
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Another reality is that there is a substantial fixed base in this Army i
3 ' over which we have only partial control. This fixed base requirement includes f
the posts, cemps and stations that we operate--including the Pentagon cone
tingent--the army school syscem which we must maintcin, and the special

missions which are assigned to us by the Office of the Secretary of Defense
in the national effort: for example, The Safeguard System.

4 Currently, a good approximation of this fixed base requirement

raquires about 50 percent of the Army budget. In effect, this much must be
spent whether we heve division mission forces to meet our contingencies or

not. The other 50 percent must provide not only for maintaining the division

3 mission forces with adequate equipment and supplies but also for the cost ]
of reserve components, the annual cost of militi.r construction, and the 3

emount of money it takes to develop and introduce new weapon systems and
other equipment.

What 211 this reduces to is that we are given a budget (or rather
half a budget) and a statement of strategy requirements, and we are
directed to mold a force that is consistent with both the budget constraint
and the Army's mission within DOD's total force planning concept. Although
we pay particular atfention to the fiscal year immediately shead, we also
contribute to the annual update of the five year defense program. Thus,
we are constantly striving to develop a program and an Army force structure
which meets both the specifications of national strategy and the financial

resources available.

11
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To summarize my remarks on the responsibilities of the ACSFOR: 5
He is the manager of the force structure in being and the developer of a -
force structure which in the future will be equipped with the best weapons 5
and equipment which can be made available, will contain well-trained combat
effective units, and will be organized in such a manner that comhat forces
can be sustained in a theater of operations.

EOPACA LN LW ¥

Even from this brief description of the ACSFOR you can readily
appreciate cur enthusiasm for successful and timely development of new,
modern weapons systems. These new systems typically promise dramatic gains :
in combat effectiveness, and very often have the corollary advantage of
reducing the troop strength needed in the operational units. Such reductions
always have a cascuding effect and lead to corresponding reductions in the
support forces. You can look at these manpower savings in two wsys.

One is that reduction in required troop strength as a consequence of new
modernization equipments is an ideal way of accommodating manpower cuts

which Congress may be planning to impose in any event. The other is to ]
think in terms of the dollar benefits. Personnel costs have risen f
drastically in recent years. For every man we can truly replace by means
of better equipment, the army receives & monetary dividend of abuut
$15,000 a year which can be applied elsewhere. Either way-~the prospects
of better equipment manned by fewer people are immensely attractive to
the army staff and especially to the ACSFOR.

ATl ) AL AR

R A, TH

All of which brings to a key pcint of concern to the ACSFOR--
one of his chief problems, as I indicated earlier, is that we just 3
aren't doing a good enough job of ccmpleting end delivering new systems i
on schedule: . In the past few years there have been more program slippages, E
technical difficulties, cost growth and procurement reductions (not to
mention cancellations) than anyone cares to remember. Let me show you
vhaet I mean. Recently, we reviewed the histories of a number of our
major weapon systems which we are now developing and acquiring. In 1967
the Army had prepared development cost and schedule estimates for most
of these and we have aggregated the projected spending plans--development
costs and total planned procurement costs--for six of these systems.
This is a year-by-yesar plot of the spending plans as of 1967. I might
point out that every one of these six systems had been receiving development
funding for three to five years prior to these planning estimates, and
had been reviewed in detailed concept formulation and parametric design
3tudies--so, these estimates should have been good. For the purpose of
keeping it unclassified the dollar values are not shown. We have s name
for this mountain of spending; we call it the "Bow-Wave". Now this Bow-Wave
is very frightening to a lot of people because they see these huge dollar
outlays coming and they know we can't possibly budget that kind of money--
we simply won't get that kind of money. A view of the Bow-Wave often leads
to panic. It prompts some people to say--usually the budget and finance
manager--we must immediately cut back on research and development starts.
On the other hand, the R&D people, though, say we can't do that because
we must have a large number of starts to insure getting a reasonable number
of successful programs. They suggest some other remedy, like reducing the
requirement or basis of issue. Now both of these points of view are right
to some extent--but they are both too extreme--and they really don't get
to the heart of the matter. You see, we know by experience what happens

1k
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to this Bow-Wave, and we know that we don't need to be frightened or to
panic. (Figure 4)

This figure shows what that 1967 Bow-Wave looks like today. The shaded
area is now hnistory and represents funds that were not spent. It is cleer
that we have one very effective corrective tool in the PPBS System--it won't
let us spend more than we get. But the fact that we will be forced to live
within that constraint isn't much comfort because we know there is another
phenomenon working therein. We know that in addition to the control which
we can exercise over spending, that much of the receding of the wave isg
caused by program slippages. So we know we don't need to be frightened by
the Bow-Wave, but we also know we must learn its anatomy and understand it
betiter; unless we do we're cgrtain to receive bad news and very difficult
problems at fairly regular intervals. You can imagine the kinds of havoc
to our attempts for ‘the orderly planning of future force development. If
we can develop more realistic curves of this nature, and understand them
better we will be eble to plan better.

Now let's look at that original Bow-Wave and consider one of the main
reasons why it was so large in the first place, and we are convinced that
risk, and the lack of risk enalysis, is one of the principal reasons.
Invariably when we start these programs we typically produce a single
schedule with successive milestones based on achieving our objectives at
each step of the way. We tend to project complete-success programs (and
there is pressure to do more of the same). If, instead, we were able to
effectively consider the risk at each step of the way we could produce
schedules that reflect the kinds of uncertainty we always encounter.

Rather than a schedule that states unequivocally that we will field a system
in X years, we would much rather know the number of years until we can be,
say, 90 percent confident that the system will be ready for fielding. With
good estimates of this kind the ACSFOR could live much more comfortabliy

with the Bow-Wave. With improved estimates of the risks involved he would
probabiy not see a Bow=Wave as ominous as the one shown; and he would be

in a much better position to plan the management of those trade-offs that
the budgetary constraints impose. 1In other words, we would much prefer

to program deliberate slippages, when necessary, than having them imposed

on us in ar unexpected and capricious manner.

So this is the challenge which has faced the ACSFOR and one which is
passed to you. Give us better ways of estimating the risks that go with
our program predictions so that we can learn to live and work better with
this Bow-Wave. General Williams can then get on with restructuring the
army in accordance with the anticipated introduction of new equipments--

and at the same time be fairly confident that he's not just making trouble
for his successor. (Figure 5)

I'd like to tcuch Just briefly on another reason, separate from the
impact on force planning, why it is so important to improve on our weapons
acquisition process. In the years shead we can expect to have only 3 to
} percent of th. army budget, to accomplish our equipment modernization
objectives. Considering how costly new systems have become and the
austere level of this modernization funding, it is apparent that we have
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no latitude for poorly conceived or mistaken veatures. We simply will not ]
be able to afford cancellations or msjor reversals of programs in mid-stream, 5
Thet is reason enough for us to take careful, measured steps toward moderni- {
zation: Always fully cognizant of the risk along the path, and fully

prepared with alternatives to surmount or by-~pass the risk that transforus :
inio a technical set-back. p

In conclusion, I hope these remarks have added still a little extra
4 incentive to you and your colleagues to accept the challenge to advance
X and successfully apply the techniques of risk analysis. I am convinced ,
that by focusing proper attention on each and every program activity
3 and event, the likelihood of adverse surprises can be greatly reduced. Then
1
b
4

il e S e RS S

when problems and changes do materialize, they will have been anticipated
and viable alternatives (worked out in advance) will reduce the undesirable
impacts on program activities. By extending this type of careful analysis
to all the mejor modernization programs, we would hope and expect that the

critical job of force planning could be performed with a degree of credibility

and at levels of precision that are simply not possible under present
circumstances.

2% B Bbin I S

One other point, tne ACSFOR knows and appreciates that the development
of these techniques often require a high level of technical content which
is understood by a snail number of professionals. As a result he is often
surprised to learr. that tools for solving problems are around for some time
before they become kncwn to those at high management levels. He believes
that the gsp must be filled. He has been trying to do something about it
at his level, but he believes that you too must work at the problem. You

must try to get the word out and in a way that it is understood by as many
as possible,

4 oia bRt il

PRI ST

Now just one personai view based upon my experience, we have asked you
3 to perform good and effective risk analysis. There will be many pressures
] to discredit or minimize your work. There are too many vested interests
involved who shudder at the thought that their system or development may be
characterized as being too risky. You must stand up to those pressures-—-

1
you must maintain you objectivity and above all maintain your cool.
If you don't you will become ineffective.

TRV PP 4

Finally, General Williams recognizes that it is in the nature of
this risk analysis work, as well as the other analysis, that you may not

see the beneficial consequences of your work for several yeurs. And even
then you may not receive full and proper credit for there wilil probably
be some who will say things would have gone well anyway. He asks you not

to let that deter you--and wishes to assure you that many others apprecisate
and require your efforts.

Please accept General Williams and ny own sincere good wishes for a
productive and successful symposium.

Thank you, all -~
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DECISION ANALYSIS
STANFORD RESEARCH INSTITUTE STAFF ; “
During the three days of the symposium, Dr. Carl Spetzler and
Mr. Ramon Zamora of Stanford Research Institute presented a detailed

seminar on "Decision Analysis".

The follcwing four articles contain the substance of that material
and are reporduced herein to provide a summary of this seminar: 3

1. "The Foundations of Decision Analysis",* Ronald A. Howard, ;
Stanford University. ;

2. "A Tutorial Introduction to Decision Theory",* D. Warner North, ]
Stanford Research Institute. :

PICINRE YL R TRV IV e CIPF FVERTIN 5

3, "Decision Analysis: Applied Decision Theory", Ronsld A. Howard,

Stanford University. 2
4. "Decision Analysis Practice: Examples and Insights", James E. § ‘
Matheson, Stanford Research Institute. i
3
i
i 3
;
Y
;
. k
:
i
: J
4
b
¥
#Reprinted by permission of the Institute of Electrical and Electronic f
Engineers, Inc. X
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The Foundations of Decision Analysis

RONALD A. HOWARD, SENIOR MEMBER, IEEE ;

Abstract—Decision .nlysis 228 emerged from theory to practice  jrreversible allocation of resources, an act that we call
to form a discipline for bal.acing the many factors that bear upon a

making a decision. Perhaps the resource whase allocation
:;lnl'on.i gn:m;“;':x;g::;:owﬁ;:n'fo:h:m':‘f:nt::‘:: is least reversible is time, bat other resources may vie for
£

risk throagh utility theory. Capturing the structure of problam this characteristic. N
3 relationships occupies a central position; the process can be visual- Although the development of a theory of decision that ¥
;i ized in 2 g21phical problem space. These features are combined with

] comprises uncertainty, complexity, and dynamic effects is
:"‘“ ';“l"‘;"'"“? '::::“t'h:" d"”":’ . “;::"J:;‘:‘}’;“‘;‘u“t‘:f: a formidable task, such a theory would not be complete,
or analysivy dec y ecision anal . . .

pbases—ce. sminiatic, probabilistic, and informational—the cycle for n often tums out that what is most pe::plexmg to the
progressively determines the importance of variables in deter- decision maker is not the mystery of his envirenment, but
3 ministic, probibillstic, &nd economic environments. The ability to rather the specification of his own preferences. Thus we

assigr. ~n economic valus :;n the cgmplete or m ‘:'Hmi:‘:ﬁon of shall discuss .he rationale of decision analysis by comment-
uncerte:aty through experimentation is a particularly important o o the three topies of uncertainty, structure, and
characteristic. Recent applications in business and govemment g P anty, ’

indicate that the increased logical scope afforded by decision anat  Preference. , , L
ysis offers new opportunities for rationality to those who wish it. 9‘“‘ primary interest in the topic of uncertainty is the
philosophical basis for the treatment of uncertainty .c-
—s e - cording to the mathematical lavs of probability. The topic
INTRODUCTION

‘ structure includes the complex ard dynamic interactions
ECISION analysis is a term that describes a com- that may exist among the many facets of a decision prob-

bination of philosophy, methcdology, practice, and lem. Finally, we shall discuss under preference not only
application useful in the formal introduction of logic and the difficulty of assigning values, but also the necessity for
preferences to the decisions of the world. There was a timne  a value language that will be useful in & dynamic and un-
less than a decade ago when suggesting that decision certain environment.
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theory kad practical application evoked only doubtful . f

3 comment from decision makers. The past five years have ~Uncertainty 3
1 shown not only that decision theory has important prac- The problem of describing uncertainty has tormented
E tical application, but also that it can form the basis for & philosophers for centuries. Pascal and Fermat luid the
new professional discipline, the discipline of decision anal-  mathematieal foundations of probability over three

ysis. Many of the professional aspects of the field have hundred years ago, and its development continues today. 5

already been described in the literature (see Howard [1])). It might scem obvious that this theory would be the 3

Here we shall concentrate on the rationule and method- natural medium for thinking about uncertainty. However, A

ology of decision analysis, the obvious was not proved until the present century, }1

In discussing the rationale and philosophy of decision  when it was shown that reasonable axioms for a theory of ”g

analysid, we shall focus on those concepts that are most  uacertainty led directly to the mathematical theory of .

unfamiliar to the intuitive decision maker. These concepts  probability. !

are generally concerned with the measurement of un- Subjective Probability: While virtualiy everyone agrees i

certainty and with the decision maker’s reaction to it. on the proper wse of the probability calculus, there is i

: In providing a methodology for decision analysis, we shall  considerable disagreement on the interpretation of its re-
1 be concerned primarily with developing a procedural form  suits. Many users of probability theory consider proba-
. that will be broad enough to cover the importunt areas of  bility to he a physical characteristic of an object as its X
3 application. weight, volume, or hardness. For example, they would say i !
that a coin “has” a probability of falling heads on any toss %

P THE RATIONALE oF DECISION ANALYSIS and that to measure this probability would merely require
T “The problem of the decision maker is to seleet a courscof Iarge‘nux.nbe? of tosses. .This view of probability is called ,
action in a world that is perceived as uncertain, complex, the objective interpretation. *

. L Another group considers probability as a measure of the
iic. To foll p of action is to make an
and dynan o follow a course of action is to make a state of knowledge about phenomena, rather than about

\ od July 2. 1066, Th X ol the phenomena themselves. This group would say that one
Manuscript receiv uly 2, ¥ is research was parti o el orne? s .
- supported b};' the NntionalyScience Foundation under Gn}lt NSFX assigns” a probability of heads on the next toss of a coin

GK-1683 and by the Office of Naval Research under Contracts based on all the knowledge that he has about the coin. A ‘J
ONR N00034-67-A-0112-0008 and ONR N00014-67-A-0112-001C

1 y Gfnded? 3 N N
The author is with the Depsrtment of Engineering-Economic coin would t?e fair” if, on the bftsls of all avw}“‘_’le evi-
Systems, Stanford University, Stanford, Calif. dence, there is no reasor: for asserting that the coin is more
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likely to fall hends than tails. This view ix called the sub-
jective interpretation,

The distinetion between the interpretations might seem
small, but it ix the key to the power of decision analysis,
The objectivist requires repeatability of phenomenn under
essentinlly unchanged situations to make what he would
consider to be meaningful inferences. The subjectivist can
aceept any amount of data, including none, and still apply
logie to the decision. The objectivist was able to survive
and even flourish, when the main problems of inference
arse in areas such as agriculture that provide large
amounts of cheap data. Today, when decisions regarding
space programs must be based on a single launch of a
one hundred million dollar rocket, the ability of the sub-
jeetivist to apply logie to one-of-n-kind situntions has be-
come indispensable.

These examples might lend one to believe that the sub-
jeetive view of probability is modern; in fact, it was clearly
held and understood by Bayes and Laplace two hundred
vears ago. The objectivist view is associnted primarily with
the founding of the British school of statisties in the early
1900's. It is the feeling of many, including decision analysts,
that the creation of the field of statistics through the
advent of the objective interpretation was a heresy in the
development of the treatment of uncertainty.-While ob-
jectivists are definitely in the majority at present, their
ranks seem to be diminishing.

Subjective Probability Nolation: Since the devision analyst
necessarily holds the subjective viewpoint, he prefers a
notation for probability that reveals that it is an assign-
ment based on a certain set of information. Such a notation
ix construeted as follows: Let A be an event and § be the
state of information en which the probability of the oce-
currence of A is to be ussigned, Then {48} is the symbol
for the probability of A given 8. If x is a random variuble,
then the probability density or mass function of r assigned
on the basis of § is {x|8}. The expectation of r based on §
is written (¢[8) and is defined by

(rls) = f.ri.rls!

where ¢ is a general summation on r to be interpreted ax
a summation or integration as appropriate. The nth
moment of r hased on § would then be

(.r"fs) - j:.r".r[s’.

The varianee of 2 is written

"rl8y = (x¥s) — (x[8)%

One very special state of information is the total knowls
edge availuble at the beginning of the problem under con-.
sideration, the total prior experience denoted by &. Then
{z]e} would be called the prior density funetion on z, or the
“pnor" for short. The qummtnes (.rlt‘) and *(x[e} would
vien be the prior mean and variance,
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Problem xpace.

Although thix notation often secems strange, it provides
o mathematical language for uncertninty that describes
precisely both the quantities on which the probability
assignment is to be made and the state of information to be
used in the assignment. The subjective view thus induces
not only care in the interpretation of probability but alxo
preeision in its written expression.

Structure

The primary function of the decision analyst is to eapture
the relationships among the many variables in a decision
problem, a process ealled stracturing. The complexity of
structure required will differ from problem to problem:
from a “back-of-the-envelope” decision tvee to a system of
interconnected programs that tax the largest computers.

"The Problem Space: A diagram like Fig. 1 is an aid in
visualization. This diagram, the problem space, permits
charncterizing decixion problems by their underlying
structure. The dimensions of the problem space are degrees
of uncertainty, time dependence, and complexity. Degree
of uncertainty can range from the deterministic situations,
where all varinbles are known, to the highly probabilistic
situations, where little information is available about any
problem variables. The time dependence can range from
static to dynamic; complexity is measured in termd of the
number of variables required.

Each comer of the problem space corresponds to certain
mathematical models. Corner 1 ix the deterministic static
one-variable decision problem, such ax that of finding the
largest rectanguiar aren that can be fenced with a given
length of fencing. The models of clementary ealeulus,
developed over 300 years ago, would be appropriate.
Corner 2, the determinintic dyvumic  singlesvarinble
decision  problem, would  arise in  clementary auto-
matic control applieations. The mathematienl models of
differential equations and transform caleulus would be
relevant; they were developed over 100 yeurs ago. Corner 3
represents the probabilistie static single-variable problem,
sueh as whether or not to buy life insurance, Three-
hundred-year<old elementary probability would be quite
helpful in reaching w decision. Corner 4 introduces com-
plexity in the form of the determinixtie statie, but many-
varinble problem. Decision problems like axsigning cus-
tomers to warchouses or men to jobs provide an illusteation,
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HOWARD: FOUNDATIONS UP DECIBION ANALYSIY

One-hundred-year-old matrix algebra and 20-year-old
linvar optimization techniques would be very useful.

Corner 5 combines the two factors of uncertainty and
dynamism in the uncertain dynamic, but single-variable
problem, such assimple inventory control. Here the theory
of stochastic processes and queuing models developed over
the last 50 years v-ould be most relevant. Corner 6 corre-
sponds to the probabilistic static multivariable problem.
Decision problems like bidding on new product introduc-
tion might have such an underlying structure. ‘The mathe-
maties of juint probability distributions would be especially
helpful. Corner 7 refers to the determiuistic dynamic multi-
variable decision problem, such as the complicated control
problems posed by a space vehicle or a steel mill. Although
probabilistic elements may be present, they are usually
treated us perturbations of the deterministic model. The
modern theory of control developed in the past three
decades applies successfully to these problems.

Finally, corner 8 is the most complex corner, deseribing
problems involving uncertainty, dynamism, and com-
plexity. In a sense, all decision problems could be located
here because they all involve the three factors to some
degree. However, this corner is used to indicate problems
where the three elements are indispensable to a meaningful
analysig. Prohiems like electrical power system planning or
business mergers are particular examples. Usefu! models
might be Markov processes and their derivatives.

The extsnt 10 which formal models are available varies
considerably over the problem spuce. Near the origin there
are usually several alternative models for the problem;
near corner 8 it is more a matter of patching together
approximations to obtain a useful representation. As tech-
nology advanees, more realistic models of uncertain, dy-
namic, aud complex processes will be developed. How-
ever, it will continue to be the job of the decision analyst
to be the engineer who matches technology to the require-
ments of the prablem. His product is the embodiment of
logie.

Preference

The problem of preference measurement is to determine
in quantitative terms just what the decision maker want-.

Value: The first step is to assign a single value » to each
possible outecome of the decision problem. If the problem
is concerned with the allocation of monetary resources,
then it is logical to measure this value in monetary terms.
In business organizations, some form of profit may be
appropriate. but the need for monetary values as o
precedent for monetary allocation applies even if the out-
come involves the loss of life or limb. As decision analysis
is increasingly used in problems of social significazce, a
monetary value may have to be assigned to such out-
cemes as a cultured life or an ignorant life. Though these
assignments may be very difficult, there is no rational
alternative.

Time Preference: However, even in dynamic world,
the preference question would not be resolved until the
decision maker had stated his preference for outcomes

Rk S i e o et o

that aredistributed in time: a preference called time prefer-
ence. The importance of time prefercnce is revealed when
the analyst studies problems like the development of the
national parklands or management of an individual’s in-
vestment. portfclio,

The phenomenon of time preference could be described
as the greed~impatience tradeoff. It is characteristic of
individuals and organigaticns that they want more now.
However, the slternatives provided often give them a
choice between more later or less now. Examples would be
the choice between hydmelectric and gus turbine electricity
production or, in general, the chuice betwern investment
in capital gouds and consumer goods.

While the problem of preference is complicated, it is
usually treated in decision analysis by the specification
of a discount or interest rate and the rule that the #lterna-
tive with thie highest discounted, or present, value is to be
preferred. Even within this framework, sclecting the
appropriate interest rate is not easy; it involves the nature
of the interaction between the crganization and its financial
environment.

Risk Preference: The most unuscal and challenging
preference problem concerns preference for risk. The exis-
tence of the phenomenon is established by noting thut few
peuple are willing to bet double or nothing on next year's
salary, even though the propesition is fair. Most pecple
and organizations are averse to risk: they are willing to
engage in uncertain propositions only if the expected
value of the proposition is positive and relatively large.
The description of this type of preference requires a set
of concepts that are unusual, but logicsl.

To be specitic in describing tiie concepts, it is nevessary
to define the technical term “lottery.” A lottery is u set f
prizes or prospects, one and only one of which will be
received. Associated with esch prize is a probability;
the sum of all the probabilities is one. In many cases the
prizes will each correspond to the amount of sume com-
modity, such as money, that will be received. In these cases
we can think of the lottery as a random variable described
by either a probubility m ss or probability density func-
tion.

Utility theory: The most comnon structure for en-
coding risk preference requires that the individual sub-
scribe to a set of axioms concerning lotteries. The first is
that he must be willing to provide a transitive runk order-
ing of all prizes in any lottery. That is, if the prizex in a
lottery are 4, B, and C, he must be able to say in what
order he prefers the prizes; further, if he prefers 4 to B
and B to C, then he must prefer 4 to C.

The second axiom is that if he says he prefers A to B to C
then there must exist a vaiue of p such that heis indifferent
between receiving B for certain and participating in a
lottery that produces A with probability p and C with
probability 1 — p. When the apprapriate value of p has
been found, we would say that B is the certain equivalent
of the lottery on 4 and C.

The third axiom is that if he prefers prize 4 to prize B
and if he is presented with two lotteries, each offering 4

22

S Mt D

tanon

RECY SN VIR

w22




T

"

TS

PEEEYT

b bk

I ——— %

— ¥ ¥ TR TR

1EEE TRANSACTIONS ON SYSTEMS SCJENCE AND CYAERNETICS, sSEPTEMBER 1068

UTRITY cuhl>
B EEEREREERE]

4

ie o 2
80 a0 X

LOTIRAY § LOTTERY &,
MONEY UTRITY MONEY LTLITY
03.80 0% .3 0.9 09
<m.‘t>-3l/.°«:- <L L>=3%6

Q—ero o8’ Qo o7
@i fm0id R o wk,De0TNE

2 l>=28 2 L>=34

Fig. 2. Uslity curve,

and B with different probabilities, then he must prefer
the lottery that yields A with the higher probability.

These axioms are the most significant ones. However.,
two others are necessary for completeness. One is that a
vertain equivalent of a lottery may be substituted for the
lottery in auny situation without changing the preferences of
the decision maker; we might call thix a ‘did you really
mean it?"” axiom. The other is that a lottery whose prizes
are themselves lutteries is equivalent to a lottery that
produces the same ultimate prizes with probability com-
puted according to the laws of probability: this could be
termed a “no fun in gambling” axiom.

Mathematieal arguments reveal that an individual who
subseribex to these axioms can encode his risk preference
in terms of a funeting on the prizes of the lotteries, a fune-
tion eallad a atility funetion. The utility funetion has two
important properties: first, that the utility of any lottery
is the expected utility of its prizes; second, that if one
lottery is preferred to another by the individual, then it<
utility will be higher.

Thus the utility function assigns to any lottery a real
number; the Intteries will he preferred in the order of these
numbers. However, the actual magnitude of the utility is
not important, hecause the preferences revealed hy the
utility function are unchanged if the utility function is

modified by multiplication by a positive constant or by
addition of any constant. Thusthe utility funetion serves as
a risk preference thermometer that can be used for rank-
ing lotteriex according to the risk preference of an in-
dividual.

In problems of professivnal interest the lottery prizes are
usually measured in 1 commaodity such as money. In this
case the utility function can be represented by a curve
that shows the utility to be assigned to any amount of the
commodity. Such a atility curve appears us Fig. 2 The
curve (ujr) shows the utility u ussigned by some individual
to amounts of money ¢ between 0 and 100 dollars. Be-

cause of the invariance to lincar trasformation, the acale
of measurement can be selected arbitrarily; this curve
assigns a utility of 0 to 0 dollars and a utility of 1 to 100
dollars.

The two lotteries below the curve show how it is used.

The expected value of a lottery L is defined in our nota-
tion by

@lLey = fv{vll,s}.

Lottery Ly has an expected value of 38 dollurs; L, an ex-
pected value of 36 dollars, Someone who was indifferent
to risk would prefer Z,. Howesver, to determine the prefer-
ence of the individual with the utility function in Fig. 2,
we first determine the utility of each prize in each lottery
from the utility eurve and then find the expected value of
the utility. The expeeted utility of a lottery is given by

(ujlg) = ﬁ(ufu&)tvib&}.

Sinee the expeeted utility of lottery g iz 0.44, while that
of lottery I is 0.51, the individual would prefer lottery L,
in spite of its lower ¢+ oted value. We would describe
individuals whose utili.; urves are concave downwards as
risk averse.

The certain equivalent: Although this caleulation serves
to determine the individual's preference, it gives us no
fecling about the strengeth of the preferenve. The magui-
tude of the utinty ean be no help because we see that if we
added 10 to all utility numbers, we would derive exactly
the same preference ordering but with much smaller per-
centage ditference in utility numbers, To measure strength
of preference, it is helpful to return to the coneept of cer-
taie equivalent.

To evaluate o lottery in a single meaningful monetary
number, we ~an ask what amount of money received for
certain would have the same utility as the lottery. The
certain equivalent of a lottery L. denoted by ~(il8), is
thus the amount of money shown by the utility curve to
have the sume utility as the lottery. The certain equivalent
is mathematically defined by the equation

(ur="@18)8) = (u'LE).

Thus from the curve we see that the utility of 0.44 for
lottery Ly corresponds to a eertain equivalent of 28 dollars,
while the utility of 0.51 for lottery I, would mean a cor-
tain equivalent of 31 dollars. The individuul would be just
indifferent between receiving either 28 doliars for certain or
lottery L; and hetween recciving 34 dollars for certain or
lottery L. It sould he slightly inaccurnte, but intuitively
satisfving, to say that lottery L: is worth 6 dollars more to
the individual than is lotiery L.

Erponential utility curevs: In some cases the individual
is willing to subseribe to a sixth axiom: that if all prizes in
a lottery are increased by any amount 4, the rertain equiv-
alent of the lottery will also increase by A. The axiom ix
persuasive. since the inerement A will be received with cer-
tainty regardless of the outcome of the ottery. However,
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HOWARD: POUNDATIUNS OF DECISION ANALYSIS

the axiom is very powerful, for someone who subscribes to
it must have a utility curve that is linear or exponential in
form; that is, (u|v€) is proportional either to v or to ¢~ ™.
Furthermore, the curve is completely described by the
constant v called the risk aversion coefficient. Although
few individuals may in 1act wish to be governed by this
axiom, the capcuential utinty curve is very useful in
analyses, ax we shai: see,

Stochastic dominance: There is one important case in
which risk preference need not be measured at all. That
is the case in which the choice between two alternatives
would be cleur to a rational man regardless of his risk pref-
erence; it is cailed the case of stochastic dominance.
Lottery L, stochastically dominates lottery Ly if the prob-
ubility of receiving a monetary return in excess of ¢ is
higher for Ly than for L, for any value of ¢; that is,

o>l >v>eld, —=<c< .

If one lottery stachastically dominates all others, then it
will be preferred by the individual regardless of his attitude
towand risk; there is no neec to use the utility funetion.

Joinl Time~Risk Preference: Individuals often have to
choose between monetary rewards that are not only un-
certain, but distributed over time. In these situations time
and risk preference must be jointly encoded. The descrip-
tion of joint time-risk preference is a problem that admits
many solutions. Here we shall employ the idea of reducing
any time stream of value to a present value using the time
preferance measure and then applyi-g the utility function
to determine which lottery on present values is most de-
sirable.

THE MEeTHODOLOGY OF DECISION ANALYSIS

With this background we can go on to a discussion of
how adecision problem can be progressively analyzed using
decision analysis principles. The procedure is best explained
in terms of a diagram like that in Fig. 3. Here we view the
decision analysis procedure as divided into three major
phases, the deterministic, probabilistic, and informational
phases. The deterministic pbass establishes the deter-
ministie relationships among the variables of the prablem.
The probabilistic phase introduces uncertainty and risk
preference. Finally, the informational phase determines the
cconomie value of gathering more information. Following
these phases, a decision is required on whether to act or to
gather new information. If additional information is ob-
tained, e.g., through market testing or building a pilot
plant, then this information must be incorporated into the
structure und probability assignments of the problem;
the cycle is then repeated.

The decision analysis cycle is a convenient conceptual
model rather than an inevitable method for analyzing
decision problems. With this point in mind, we shall now
examine the steps required in each phase,

The Determiuistic Phase

The first step in the deterministic phase is to construct
a deterministic model oi the decision problem.

2k

TrE DECH0M ANALYSIS CYCLE
PROR WP ORMAT0M

l TERMINSTIC! | PROBLSCISTIC| ¢ ORMAT IONAL]
rase [ PHASE

w GATHER SEW |
? WEORMATION WFORMATION

s _J 1NF ORMATION
GATHERNG

« od

b ot ¢ e e

Fig. 3. Decixion analysw. . yele,

$ VALLE
]
s TINE
2

vin
L]
o] e ] e | v (7

P vis)

G 0OG
-1
;

STATE VARIABLES

O
I.“‘

EED
o0 O

DECISION VARIABLES
Fig. 4. Deterministic model.

The Deterministic Model: Fig. 4 is an abstract representa-
tion of the model. The model relates the important vari-
ables in the prablem that are not under the control of the
decision maher and the variables that are under his con: Wl
to the production of value in time. These variables are
cualled the state varinbles s, and decision variables d;. We
can visualize the state variables as a set of knobs on the
maodel that are set by a disinterested nature; the decision
variables are knobs set by the decision maker. Fig. 4 shows
that the values developed over time v(0), »(1), v(2),---
are aperated upon by the time preference specification to
produce a present value reading v that we may regard as
appearing on u value meter. Thus any setting of the state-
and decision-variable knobs wiil produce 2 value reading.
The deterministic model will generally be realized in the
form of u computer program. )

Deterministic Sensitivity: Fig. 5 shows the first analytical
step in the deterministic phase, the measurement of
deterministic sensitivity. In the representation of Fig. 5
the time preference measure is shown incorporated into the
deterministic model to produce a single present value read-
ing. The analysis begins by assigning each state variable a
nominal value and a range that might correspond to the
10- and 90-percent point on its marginal cumulative prob-
ability distribution. Decision variables would also be
assigned nominal values and ranges to reflect initial feel-
ings about what the best decision might be.

Wi.n all variables but one set to *heir nominal values,
that one varinble would be swept across its runge to deter-
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mine the effect on the value reading. The higure shows
the measurement for the ith state variable s, State or
decision variables that showed high sensitivity would be
retainied in the further analyses of the model. A variable
could show a high deterministic sensitivity because of its
wide range, crucial nature, or a combination of these effects.

In some problems this one-at-u-time type of sensitivity
analysis will not be sufficient: the joint sensitivity of
variables will have to be measurad by sweeping more than
one variable at a time over their ranges. Beeause the num-
ber of possibilities for joint sensitivity increases combing-
torially with the number of variubles, the analyst must use
judgment in determining where joint sensitivity measure-
ments will be required.

The net effect. of the deterninistic sensitivity analysis
will be to determine the state variables and decision
variables that have u major effect on vaiue, The next step
will be to introdice the current stute of kunwledge on un-
certainty in the state varinbles and determine which
decision would be best, given the uncertainty ; this is done
in the probubilistic phase.

The Probabilistic Phase

‘The probubilistic phase requires assignment of prob-
ability distibutions on the state variables.

IELE TRANSBACTIONS ON SYSTEMS SCIENCE AND CYBERNETICS, SEPTEMKER 10GR

The Value Lotlery: iig. 6 shows this assignment as a
marginal probability distribution {s}6} on each stajte
variable. Since the state variables will gencrally be joint y
related, the complete deseription of the state of knowledge
about them would be the joint probability distribution
{sn,8,--,84/6] = {sle}, but the marginal distributions
shown will serve us a pictorial representation. The settings
of the decision variables are semmarized by the decision
vector d = [dydy,- - - dy]. For any setting d the joint dis-
tribution {s|€} on the state variables will imply a prob-
ability distribution on the value, {v{d&}, a distribution we
call the value lottery. The decision problem then reduces
to tinding the wotting d that produces the most desirable
value lottery.

The determination of the value lottery corresponding to
any decision veetor d will be perforined by analytical or
simulation methods, as appropriate. Efficient search pro-
cedures are helpful in establishing the best setting for d.

Rivk Preference; There remains the question of which
vaiue lutiery is best. Perhaps the question will be easily
resulved by the ahservation that one setting of d produces
a value lottery that stochastically dominates the lotteries
produced by all other settings. But if not, then it will be
necessary to encade the nsk preference of the decision
maher in i atility curve. This curve will allow each value
lottery and henee each setting of d tobe rated by its utility.
The setting that produces the highest utility (ujdg) would
then be judged the best. To gain intuitive meaning, the
utility of cach lottery could be returned to the utility curve
to show the certain equivalent value ~(vid6) implied by the
deeiston setting d.

This procedure establishes the setting of the decision
variables d(&), that is most desirable to the decision maker
in view of his state of knowledge regading uncertaintios
wind his risk preferences,

d(&) = mav-Yu'dt) = max-' " (ridt.

d 4
Furthermore, it shows the utility (@'6) and certwin equiv-
alent ~(l6 of the best decision,

@ity = (u'd = disj
el = Ceid = die,

I sense, this step completes the solution of the deesion
problem. However, sinee decision anidysis is more engineer-
ing than mathematies, the procedure dues not stop here,
but rather continues to the measurement of another hind
of sensitivity, stochastic sensiticty.

Stochastic Sensitweity: ‘The wdea behind stochastie sensi-
tivaty is the desire to imzasure the effect of a varinble on the
result of the decision problem not in the deterministic
environment where all other variables are set to their
nonunal valaes, but in vhe probabilistic environment where
all other variables are governed by their appropriate
prabability distributions. 8s Fig. 7 shows, if the ith state
variuble & were known, the other state variables would be

governed by the conditional distribution {s{s,&} obtained

by dividing {s &} by {x, &]. Thus the specitication of any
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Fig. 8. Clairvoyance.

value for 8, would iraply some joint probability distribu-
tion of the remaining state variables, and in turn a valie
lottery |vjsd€} for the given setting of the decision vector.
‘I'he risk preference encoding would describe this value
lottery by a certain equivalent ~(v|s,d6).

Suppose now that the decision vector d is adjusted to the
value d(s,6) that produces the highest certain equivalent
for this value of s,, maxg™(v|s,d8), that is,

d(s8) = m:x"(uis,d&) = mg.x" "(v]s,d&).

If this procedure is repeated for the various values of s,
within its range, the plot of maxg ~(v|s,d6) will show the
stochastic sensitivity of the variable s.

Stochastic sensitivity shows how the certain equivalent
of the decision problem depends on a particular state
variable when all ovher state variables are uncertain.
Stochastic sensitivity can be measured in a different sense
if, rather than choosing the best decision variable setting
dfor each s, the setting d(€) that was best for {s]g} is used
throughout. This technique measures the stochastic sensi-
tivity to the ith state variables under the original decision
rule rather than under a decision rule adjusted to take ad-
vantage of knowledge of &, Stochastic sensitivity to a
decision variable d, can be measured by using the prob-
ability assignment {s|g} for the state variables and then
seeing how the certain equivalent changes with d; either
with other decision variables fixed or continually optimized.

26

The probiems of joint sensitivity measurement arise
just as they did in the case of deterministic ser.sitivity.
However, here the cost of joint sensitivity measurement.
is even greater than before because of the need to develop
lottaries on value rather thau single numbers.

Stochastic sensitivity can provide important additional
insight into problem relationships. It can show the need for
further structure to allow available information to be
encoded more effectively. It might reveal that variables
originally thought to be of vital importance on the basis
of deterministic analyses are relatively unimportant in the
probabilistic environment. At a minimum, ‘t yields a use-
ful measurement of the robustness of the indicated decision.

The Informational Phase

The probabilistic phase of the analysis provides further
insight into the importance of uncertainty in state vari-
ables, but it stops short of what we would really like to
know, namely, what is the worth in monetary terms of the
various forms of uncertainty remaining in the problem?
The informational phase covers this last step of measuring
economic sensitivity and hence indicates what sort of
additional information could be economically gathered.

Clairvoyance: A useful concept in discussing the in-
formational phase will be the clairvoyant. The clairvoyant
is an individual who can tell us the precise value of any
uncertain variable. Clearly, such help would be valuable,
but how valuable?

Fig. 8 illustrates the cuse where we have engaged the
clairvoyant to tell us the value of the ith state varinble s,
at a cost ky. Knowing s, will have two effects on the result.
First, the probability assignments on the other state vari-
ables will be governed by {3!8,8} . Second, whatever pres nt
vulue v is produced will have to be reduced by the cluir-
voyant’s charge &, to a net present value v’. Once g, ix re-
ported, the best setting d(sk,8) of the devision vector
will be the setting that produces a net present value lottery
having the highest utility. Thus

d(s,k ) = n\::x“(u!s,k.,d&‘.) = m‘:,\x" f(ulsk\,d&){sfx.a!

and

m:x(u[s,k..d&) = (u[sk, d(sk.0)0).

Therefore, if we knew that the cluirvoyant would report
a particular value of s, the utility of the resulting lottery
would be (uls,k, d(s,k, 8)E). However, we are not sure that
he will report that value; indeed, if we were sure, there
would be no peint in employing him. Consequently, we
must weight the utility we shall derive if he reports a value
of s, by the probability that he will report that value in
order to determine the utility (ulk.‘s) of the lottery we
enter by engaging him. The probability we assign to his
reporting any value of & is, of course, just {sj€} since he
is assumed competent and trustworthy. Therefore,

(ulk,8) = f (ul8ik, d(s,k,8)6) {86} -
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If the cost of the clairvoyant k, were equal to zero, we
would expect this utility (ulk,, = 06) to be greater than the
utility (u{6) of the best lottery without clairvoyance. How-
ever, as the cost of the clairvoyant increases, his service
will become progressively less desirabls until the utility of

o <
rogrsivly e d I AN I
the lottery with clairvoyance is just equal to the utility of

{ m—etiny -
the best lottery without clairvoyance. The value of k,; that i 4
satisfies the equation A 300 ! ' K, COST OF EXPERIMENT
SR o 4
wlk.8) = @le) [ ) - P
V 3

is called the value of clairvoyance about the variable s. o veces oA

The value of clairvoyunce on a variable is an important "o oacHaee}
quantity because it represents the largest amount that one WL BT ,"—:-’

1]

should pay to climiuate completely uncertainty regarding

the variable. Since most real inforination gathering oppor-

tunities provide less thun perfect information, they should
never be employed when their cost exceeds the cost of
clairvoyance.

Notive that the actual availability of a clairvoyant is
irrelevant to this argument. The clairvoyant in decision
analysis plays exactly the same role as the Carnot engine
in thermodynamics: a cenceptual reference agrinst which
to compare the performance of physically realizable
ultecnatives.

As with seusitivity measurement, the value of simul-
taneous clairvoyance on several variables can also be cal-
culated with somewhat more difficulty. In the preceding
argument, s, would be replaced by a subset of state vari-
ables, but the nature of the caleulations remains the same,
Even if the state varizbles are independent, the value of
clairvoyance on several of them can differ from the sum of
the values of clairvoyance on each separately. (See {4},
[5).)

The value of clairvoyance on uny state variable or set
of state variables will depend on the prior distribution

{se}. It is clear that some prior distribution will maximize
the value of clairvoyance; we might call this the maximum
value of clairvoyance, It is the value of clairvayance to
decision maker who had the most unfortunate initial state
of information as far as purchising clairvoyance is con-
cerned. The ealeulntion is useful because it shows the most
thut anyone should pav for cluirvoyunce regardless of his
state of information. Of course, the caleulution is predicated
on a given time and risk preference.

Experimentation: The real-world approximation to
cluirvoyance is some form of experimentation. An im-
portant question in guiding the gathering of additionul
information is, therefore, the value of a given experiment.
The caleulation follows almost the same form as the com-
putation of the value of clairvoyance.

Fig. 9 illustrates the nature of the calculution. Suppose
that the experiment costs kg and that after it was con-
ducted, it produced the duta D. Knowledge of D would
change the probubility distribution on s to MDS! , which
i related to the prior distribution {s)g} by Buyes' equation,

{D|se) {sle}

{sihe} = (Dl

27

Fig 9. Experimentation.

The new quantities {D[se} and {D]e} are interesting in
themsevles, The quuntity {D]sg} is the probubility of
observing the particular duta D for any setting of the state
varinbles; it is called the likelihood funetion, The quantity
{D]g} is the probability of observing D ussigned before the
experiment is performed; it is reluted to the likelihood
funetion and the prior by

(o} = [ thlsc) tse)

and is ealled the preposterior distribution.

Once D isknown, the best setting d(Dk &) of the decision
vector will be the setting that produces the net present
value lottery of highest utility,

d(Dk,8) = max—Y(u|Dk,de)
d

= mgx“‘f(u{sk.dc){sll)(‘.l.
The utility of this lottery will be
m'}tx(uil)k,.d&) = (u!l)khd(l)k”&)&).

However, this utility will be reccived conditional on the
reporting of D. The probability that D will be reported by
the experiment is the preposterior probability  {D]e].
Therefore, the overall utibty of the experiment at a cost.
ke, (ufka), will be just

(uihy8) = L (u|DEkd(DkE)EY{DEY.
The number kg that satisfies the equation

(ulks8) = (u[)

and thus makes the utility of the best lottery with the
experiment equal to the utility of the best lottery without
the experiment is the value of the experiment.
Comparing this caleulution with the one for the value of
clairvoyauce shows that we can interpret clairvoyance as n
very special kind of experiment: one that completely
eliminates uncertainty in vne or several stute variables,
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Once the value of the experiment has been computed,
it can be compared with its real-world cost. Experiments
whose value exceeds their cost are profitable alternatives
for the decision maker; others are not. Determining the
rrofitability of various information gathering plans shows
which, if any, should be pursued before the primary
decision is made.

The Decision Analysis Cycle

This discussion of the decision unalysis cycle has in-
dicated most, but not all, of the types of analyses that
may be useful. For example, determining sensitivity of the
best decision and its present value to the discount rate
representing time preference would be an obvious test to
perform. In some decision problems, particularly those
requiring the consensus of several interested parties, it
may be wise to measure risk sensitivity. This would involve
secing how the best decision and its certain equivalent
value change as the risk aversion coeflicient is increased.
Fortunately, it often happens that the same policy remains
best for a range of risk coeflicients that includes those of
all participants. In these cases, there is no point in argu-
ment over just what attitude toward risk should govern
the decision.

Division of Effort: The total effort devoted to the cycle is
not typically equally divided among the phases. Because
of the need for a detailed understanding of fundamental
problem relationships, the deterministic phase requires
about 60 percent of total effort. The probabilistic phase
might receive 25 percent; the informational phase, the
remaining 15 percent. As the analysis progresses through
the phases, the nature of the work changes from the cor-
struction and tuning of the model to the development of
insight by exercising it.

Computational Demands. The difliculty of exervising the
model changes from phase to phase. For example, a com-
puter run to establish stochastic sensitivity might require
ten times as much time as a run to measure deterministic
sensitivity. Similarly, an economic sensitivity run in the
informational phase might require ten times as much com-
putation as the measurement of stochastic sensitivity.
Thus we see the need for the continued screening of vari-
ables to nssure that only important factors are retained in
each phase of the analysis. To think of performing a deci-
sion analysis by including all possibly relevant variables in
each phase would be very unrealistic.

The Model Sequence: Typically, a decision analysis is
performed not with one, but with a sequence of progres-
sively more realistic models. The first model in the sequence
we call the pilot model; it is an extremely simplified repre-
sentation of the problem, useful only for determining the
most important relationships. Its aeronautical rounterpart
would be the wind tunnel model of a new airplane. It looks

very little like the desired final produet, but it is in-
dispensable in achieving that goal. Perhaps 20 percent of
total effort might be devoted to construction and testing
of the pilot model.

The next model in the sequence is called the prototype
model. It is a quite detailed representation of the problem
that may, however, still be Iacking a few important at-
tributes. Its acronautical analogy would be the first flying
model of a new airplane. While it will generally have bugs
that must be eliminated, it does demonstrate overall
appearance and performance of the final version. Because
of the need for verisimilitude of the prototype model, it
might require 60 percent of the total effort.

The final model in the sequence is the production model;
it i8 a8 accurate a representation of reality as will be
produced in the decision analysis. Like the production air~
plane, it should function well even though it may retain
features that are treated in a less-than-ideal way. Perhaps
20 percent of the total effort might be devoted to this
final stage of model development. When completed, the
production model should be able to withstand the test of
any good engineering design: additional modeling re-
sources could be utilized with equal effectiveness in any
part of the model.

It would be unrealistic to expect the decision analysis of
any large problem to employ all the phases, sensitivity
analyses, and models that we have discussed. However,
having the concepts and nomenclature necessary to depict
these steps is a powerful aid in the planning and execution

of a decision analysis. The future should bring continual
refinements in the theory and application of the meth-
dology.

CoNcLusioN

The last few years have seen decision analysis grow from
a theorist's toy to an u..portant ally of the devision maker.
Significant applications have ranged from the desirability
of kidney transplants through clectric power system
planning to the development of policies for space explora-
tion. No one can say when the limits of this revolution will
be reached. Whether the limits even exist depends more on
man's psychology than on his intellect.
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A Tutorial Introduction to Decision Theory
D. WARNER NORTH

Abstract—=Decision theory provides a rational framework for
choosing between alternative courses of action when the conse-
quences resulting from this choice are imperfectly known. Two
streams of thought serve as the foundations: utility theory and the
inductive use of probability theory.

The intent of this paper is to provide a tutorial introductivn to this
increéasingly important area of systems science. The foundations are
developed on an axiomatic basis, and a simple example, the “‘anni-
versary problem,’” is used to illustrate decision theory. The concept
of the value of information is developed and demonstrated. At times
mathematical rigor has been subordinated to provide a clear and
readily accessible exposition of the fundamental assumptions and
concepts of decision theory. A sampling of the many elegant and
rigorous treatments of decision theory is provided among the
references.

InrTionverion

HE NECESSITY of muking decisions in the face of

uncertainty is-an integral part of our lives. We must
aet without knowing the consequences that will result
from the action. This uncomfartuble situation is partic-
ularly acute for the systems engineer or manager who must
make far-reaching devisions on complex issues in a rapidly
changing technological environment. Uncertainty appears
as the dominaret consideration in many systems problems
ax well as in decisions that we face in our personal lives.
Tu deal with these problems on a rational basis, we must
develop a thearetical stracture for decision making that
includes uncertainty.

Confronting uncertainty is not casy. We naturally try
to avoid it, sometimes we even pretend it does not exist.
Our primitive aneestors sought to aveid it by consulting
soothsavers and oracles who would “revenl” the uncertain
future. The methods have changed: astrology and the
reading of sheep entrails are somewhat out of fashion to-
day. but predictions of the future still abound. Much
current scientific effort goes into forecasting future eco-
nomic and technological developments. If these predictions
are assumed to be completely aceurate, the uncertainty in
miany systems decisions is eliminated. The cuteome result-
ing from a possible course of action may then be presumed
tn be known. Decision making becomes an optimization
problem, and techniques such as mathematical program-
ming may be used to obtain a solution. Such problems
may be quite difficult to solve, but this difficulty should

Manuscript received May 8, 1968, An earlier version of this paper
was precented at the JEEE Syrtems Science and Cybernetics Con-
ference, Washington, D.C., October 17, 1968. This research was sup-
ported in part. by the Graduate Cooperative Fellowship Program of
gﬁ_}\'nlimml Science Foundation at Stanford University, Stanford,
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not obscure the fact that they represent the limiting case
of perfect predictions. It is often tempting to assume
perfect. predictions, but in so doing we may be eliminating
the most important features of the problem.' We should
like to include in the analysis not just the predistions
themselves, but alsu a measure of the comfidence we have
in these predictions. A formal theory of decision muking
must take uncertainty as its departure point and regavd
precise knowledge of outeomes as a limiting special case.

Before we begin our exposition, we will elarify our pont
of view. We shall take the engincering rather than the
purely seientific viewpoint, We are not observing the way
people make decisions; rather we are participan ~ in the
decision-making process. Our concer,: is in actually making
a decision, i.e., making a choice between alternative ways
of allocating resources. We must assume that at least two
distinet alternatives exist (or else there i< no element of
choice and, consequently, no problem). Alternatives wre
distinet only if they result in different (uneertain) rewads
or penalties for the decision maker; once the devision hias
been made and the uncertainty resolved. the resouree
allocation can be changed only by incurring some penalty.

What can we expert of a general theory for decision
making under uncertainty? [t should provide a framework
in which all available information ix used to deduee which
of the decision alternatives is “best” aceording to the
decision maker's preferences. But choosing an alternative
that is consistent with these preferences amd present
knowledge does not guarantee that we will choose the
alternative that by hindsight turns out to be niost prolit-
able,

We might distinguish between a good devision il «
good oulcome. We are all familiar with situations in which
carceful management and extensive planning produeed
poor results, whiie a disorganized and badly managed
competitor achieved spectacular suceess. As uan extreme
example, place yourself in the position of the company
president who has discovered that a valuable and tristed
subordinate whose past judgment had proved unfailingly
aceurate actually based hix devisions upun the adviee of 2
gypsy fortune teller. Would you promote this man o
fire him? The answer, of course. ix to fire him and hire the
gyvpsy as a consultant. The availability of such a elair-
voyant to provide perfect information would make devi-
sion theory unnecessary, But we should not eonfuse the
two. Decision theory is not a substitute for the fortune
teller. It is rather a procedure that takes aeconunt of all
available information to give us the best possible logieal

1 For further discussion of this point, <ee Howard j10) and Klein
and Meckling [14].
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POSSIBLE OUTCOMES

1718 YOUR IT 1§ NOT YOUR
DECISION ANNIVERSARY ANNIVERSARY
ALTERNATIVES S

BUY FLOWERS

’ )

WIFE SUSPICIOUS
AND

YOU'RE OUT $¢00

00 NOT
BUY FLOWERS

WIFE IN TEARS,

YOU IN DOGHOUSE STATUS Quo

Fig. 1. Anniversary problem payoff matrix.

-~

ANNIVERSARY ,

BUY FLOWERS
ANNIVERSARY

$6.00 LOSS AND
SUSPICIOUS WIFE

DO NOT
BUY FLOWERS

x DECISION POINT

NOT 7 smat
O Sesemon> ANNIVERSARYS PN\
STATUS QUO
Fig. 2. Dingram of anniversary decision,
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decivion. 1t will minimize the consequences of getting nn
unfavorable outeome, but we cannot expect our theory to
shield us from all “bad luck,” The best protection we have
against a bad outcome iy a good decision,

Decision theory may be regarded as a furmalization of
common sense. Mathematics provides an unambiguous
lunguage in which a decision problem may be represented.
There are two dimensions to this representation that will
presently be described: value, by means of utility theory,
and information, by means of probability theory. In this
representation, the large and complex problems of systems
analysis become conceptually equivalent to simple prob-
lems in our daily life that we solve by “comnon sense.”
We will use such a problem as an example,

You are driving home from work in the evening when
you suddenly recall that your wedding anniversary comes
tbout this time of year. In fact, it seems quite probable
(but not certain) that it is today. You can still stop by the
florist shop and buy a dozen roses for your wife, or you
may go home empty-handed and hope the anniversary
date lies somewhere in the future (Fig. 1). If you buy the
roses and it is your anniversarv, your wife is pleased at
what a thoughtful kusband vou are and your household is
the very epitome of domestie bliss. But if it is not your
anniversary, vou are poorer by the price of the roses and
vour wife may wonder whether you are trying to make
amends for some transgression she does not know about, If
vou do nat buy the roxes, you will be in the clear if it is not
vour anziversary; but if it is, you may expect a temper
tantrum from your wife and a two-week sentence to thedog-
house. What do you do?

We shall develop the general tools for solving decision
problems and then return to this simple example. The
reader might eonsider how he would solve this problem by
“common sense” and then compare his reasoning with the
formal solution which we shall develop later (Fig. 2).

Tue Macmyenry or DecixioNn MAKING

Utitity Theory

The first stage in setting up a structure for decision
making is to nssign numerical values to the possible out-
comes. This task falls within the area covered by the
maodern theory of utility. There are a number of ways of
developing the subject; the path we shall follow is that of
Luce and Raiffa {16].2

The first and perhaps the biggest assumption to be
mude ix that any two possible outcomes resulting from a
decision ean be compared. Given any two possible out-
comes or prizes, you can say which vou prefer. In some
cases you might say that they were equally desirable or
undesirable, and therefore vou are indifferent, For ex-
ample, you might prefer a week’s vacation in Florida to o
season ticket to the symphony. The point is not that the’
vaeation costs more than the symphaony tickets, but rather

? The classical reference on modern utility theory is von Neumann
and Morgenstern {22}, A recent sarvey of the literature on utility
theory hax heen made by Fishbarn [5),
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that you prefer the vacation. If you were offered the vacea-
tion or the symphony tickets on o nonnegotiable basis,
you would choose the vacation,

A reasonable extension of the existence of your prefer-
cnee among outcames is that the preference be transitive;
if vou prefer 4 to B and B to C, then it follows that you
prefer 4 to C.3

The second assumption, originated by von Neumann
and Morgenstern [22], forms the core of modern utility
theory: you ean assign preferences in the same manner to
lotieries involving prizes as you can to the prizes them-
selves, Lot us define what we mean by a lottery. Imagine a
puinter that spins in the center of a circle divided into
two regions, as shown in Fig. 3. If you spin the pointer and
it lands in region I, you get prize A; if it lands in region
II, you get prize B. We shall assume that the pointer is
spun in such a way that when it stops, it is equally likely
to be pointing in any given direction. The fraction of the
circumference of the circle in region I will be denoted P,
and that in region II as 1 — P. Then from the assumption
that all directions are equally likely, the probabi'ity that
the lottery gives you prize 4 is P, and the probability that
vou get prize B is 1 — P. We shall denote such a Ihttery as
(P,4;1 — P,B) and represent it by Fig. 4.

Now suppose you are asked to state your preferences for
prize A, prize B, and a lottery of the above type. Let us
assume that you prefer prize 4 to prize B. Then it would
seem natural for you to prefer prize 4 to the lottery,
(P,A;1 — P,B), between prize A and prize B, and to
prefer this lottery between prize A and prize B to prize B
for all probabilities P between 0 and 1. You would rather
have the preferred prize 4 than the lottery, and you would
rather have the lottery than the inferior prize B, Further-
more. it seems natural that, given a choice between two
lotteries involving prizes A and B, you would choose the
lottery with the higher probability of getting the preferred
prize 4, i.e., vou prefer lottery (P,4;,1 — P,B) to (P',A;
1 — P’,B) if and only if P is greater than P'.

The final assumptions for a theory of utility are not
quite so natural and have been the subject of much dis-
cussion, Nonetheless, they seem to be the most reasonable
basis for logical decision making. The third assumption is
that there is no intrinsic reward in lotteries, that is, “no
fun in gambling.” let us consider a compound lottery,
a lottery in which at least one of the prizes is not an out-
come but another lottery among outcomes. For example,
consider the lottery (P,4;1 — P,(P’,B;1 — P',C)). If the
pointer of I'ig. 3 lands in region I, you get prize A; if it
lands in region II, you receive another lottery that has

3 Suppose not: you would be at least as happy with C as with A,
Then if a little man in & shabby overcoat came uls and offered you
C instead of 4, you would presumably accept. New you have C.
and since you prefer B to C, you would presumably pay a sum of
money to get B inatead. Once you had B, you prefer A, so you would
gly the man in the shabby overcoat some more money to get A.
But now you are back where you started, with 4, and the little man
in the shabby overcoat walks away counting your money. Given that
you accept, & standard of value such as money, transitivity prevants
you from becoming a “money pump.”

31

Fig. 3. A lottery,

i-e
8

Fig. 4. Lottery diagram.

LB &

COMPOUND LOFTERY EQUIVALENT SIMPLE LOYTTERY

Fig. 5. *No fun in gambling.”

different prizes and perhaps a different division of the
circle (Fig. 5). If you spin the sccond pointer you will
receive prize B or prize C. depending on where this pointer
lands. The assumption is that subdividing region II into
two parts whose proportions correspond to the proba-
bilities P’ and 1 — P’ of the second lottery creates an
equivalent simple lottery in which all of the prizes are
outcomes. According to this third assumption, you can
decompose a compound lottery by multiplying the proba-
bility of the lottery prise in the first lottery by the proba-
bilities of the individual priges in the second lottery; you
should be indifferent between (P,A;1 — P,(P',B;1 — P¢,
C)) and (PLA;P' — PP'B;\ — P — P' + PP'C). In
other words, your preferences are not affected by the way
in which the uncertainty is resolved—bit. by bit, or all at
once. There is no value in the lottery itself; it does not
matter whether you spin the pointer once or twice,
Fourth, we make a continuity assumption. Consider
three prizes, A, B, and C. You prefer 4 to C, and C to B
(and, as we have pointed out, you will therefore prefer 4
to B). We shall assert that there must exist some proba-
bility P so that you are indifferent to receiving prize C or
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NORTH? INTRODUCTION TO DECISION THEORY

the lottery (12,4;1 — P,B) between 4 and B. C is ealled
the certain equivalent of the lottery (P,4;1 — PB),
and on the strength of our “no fun in gambling” assumyp-
tion, we assume that interchanging C and the lottery
(P,4;1 — P,B) as prizes in some compound lottery does
not change yvour evaluation of the latter lotter.. We have
not assumed that, given a lottery (P.4;1 — P.,B), there
exists a Prize C intermediate in value betweer, A and B so
that vou are indifferent between C and (1,41 — P.B).
Instead we have assumed the existence of the probability
P. Given prize A preferred to prize C preferred to prize B,
for some P between 0 and 1, there exists u lottery (P,A;
i — P.B) such that you are indifferent between this lottery
and Prize C. Let us regard the eivele in Fig. 3 us a “pie”
to be cut into two pieces, region I {obtain prize .1) and
region 11 (obtain prize B). The assumption is that the
“pie” ean he divided so that you are indifferent as to
whether you receive the lottery or intermediate prize €

Is this continuity assumption reasonable? Take the
following extreme case:

1 = receive $1;
B = death;
(' = receive nothing (status yuo),

1t seems obvious that most of us would agree 4 s pre-
ferred to €, and C is preferred to B; but is there a proba-
bility 1> such that we would risk death for the possibility of
gaining 81?7 Recall that the probabiiny 77 fan be arln-
trarily close to 0 or 1. Obviously. we would not engage in
sueh a lottery with, suy, P = 0.9, i.e.. a 1-in-10 chance of
death. But suppose P = 1 — 1 X 10-%, i.¢. the proba-
bility of death as apposed to $1 is not 0.1 but 10 *, The
Iatter is considerably less than the probalility of being
struek on the head by a meteor in the cotrse of going out
to pick up a $1 bill that someone has dropped on your doop-
step. Most of us would not hesitate to pick up the bill,
Iven in this extreme ease where death is a prize, we con-
clude the assumption is reasonable.

W ean summurize the assumptions we have made into
the following axioms,

AL B, C are prizes or outeomes resultmg from i decision,

Notation:

> means “is preferred to;”
A > 8 ncans A is preferred to B;
~  means “is indifferent to;”
A~ 1B means the decision maker is indiffcient be-
tween A and B.

Utlity Azioms:

1) Preferences can be established between prizes and
lotteries in an ynambiguous fashion. These preferciives are
transitive, i.e.,

A>» B, B>C impliesd >C
A~B, B~C implies d ~C.
2) If A > B, then (P,A;1 — P,B) > (P".4;1 — P'.B)if
andonly if P> P'.

3e
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3) (141 - P(P.B;1 - P.O)) ~ (P AP — PP \B;
L = P =P+ PP, e, there is “no fun in gambling.”
4) If A > C> B, thereexistsa P with0 < P < 1 so that

C~(PA;1 - PB)

i.e., it makes no difference to the decision maker whether
or the lottery (P,A;1 ~ P,B) is offered to him as a prize.
Under these assumptions, there is a conecive mathe-
mutical representation possible for preferences: a utility
function u( ) that assigns a number to each lottery or
prize. Thix utility function has the following properties:

uAi >uB)yifandonlyit A > B M

it~ (P41 - PP,
then u(C) = P-u(4) 4+ (1 — P)-u(B) (2)

i.e., the utility of a lottery is the mathematical expectation
of the utlity of the prizes. It is this “expected value”
property that makes a utility function useful because it
allows complicated lotteries to be evaluated quite easily.

It isimportant to realize that all the utility funetiondoes
ix provide a means of consistently deseribing the decision
maher's prefesences through a seale of real numbers.
providing these preferences are consistent with the previ-
ously mentioned assumptions 1) through 4). The utility
funetion is no more than a means to logieal deduction
based an given preferences. The preferences come first and
the utility function is only a convenient means of describ-
mg them. We can apply the utility concept to almost any
sort of prizes or outcomes, from battlefield casualties or
achievements in space to p.eferences for Wheaties or
Post Toasties, All that is necessary 1< that the decision
maher have unambigaous preferences and be willing te
aceept the basie assumptions.

In many practieal situations however, outeomes are in
terms of dollars and cents, What does the utility eoncept
mein here” For an example, let us suppose you were
offered the following lottery: a coin will be flipped. and if
vou guess the outeome corvectly, you gain $100. If yon
guess meorreetly, you get nothing. We shall assume vou
fecl that the comn has an equal probability of coming up
heads or tails; it corresponds to the “lottery” which we
have defined in terms of a pointer with P = 1/2. How
nauch would you pay for such a lottery? A common answer
to this academic quastion is “up to $50,” the average or
expected value of the outcomes. When real money is in-
valved, however, the same people tend to bid considerably
iower, the average bid is about $20.¢ A group of Stanford
University graduate students was actually confronted with
a $100 pile of bills and a 1964 silver quarter to flip. The
average of the scaled bids for this game was slightly under
$20, and only 4 out of 46 ventured to bid as high as $40.
(The high bidder, at $45.61, lost and the proceeds were
vsed for a class party.) These results are quite typical;
in fact, professional engineers and managers are, if any-

¢ Bared on unpublished data obtained by Piof. R. A. Howard of
Stanford Unyversity, Stanford, Calif
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thing, more conservative in their bids than the less
afluent students,

The lesson to be learned here is that, by and large, most
people seem to be averse to risk in gambles involving what
is to them substantial loss. They are willing to equate the
value of a lottery to a sure payoff or certain equivalent
substantially less th- n the expected value of the outcomes.
Similarly, most of us are willing to pay more than the
expected loss to get out of an unfavorable lottery. This
fact forms the basis of the insurance industry.

If vou are very wealthy and you are confronted with a
small lottery, you might well be indifferent to the risk.
An unfavorable outcome would not deplete vour resources,
and you might reason that you will make up your losses in
future lotteries; the “law of averages"” will come to your
rescue, You then evaluate the lottery at the expected value
of the prizes. Fur example, the (1/2, $0; 1/2, $100) lottery
would be worth 1/2(80) + 1/2(3100) = $50 to you. Your
utility funetion is then a straight line, and we zay you are
an “expected valne” decision maker. For lotteries involv-
ing small prizes, most individuals and corporations are
expecied value decision makers. We might regard this as a
consequence to the fuct that any arbitrary utility curve
for money looks like a straight line if we look at a small
enough section of it. Only when the prizes are substantial
in relation to our resources does the curvature become
evident. Then an unfavorable outcome really hurts. For
these lotteriex most of us become quite risk averse, and
expected value decision making does not accurately reflect
our true preferences.

Let us now deseribe one way you might eonstruet your
own utility curve for money, say, in the amounts of $0 to
$100. in addition to your preseui assets. The utility func-
tion is arbitrary as to choice of zero point and of seale
factor; changing these factors does not lead to a change in
the evaluation of lotteries using properties (1) and (2).
Therefore, we can take the utility of $0 as 0 and the utility
of $100 as 1. Now determine the minitnum amount you
would accept in place of the lottery of flipping a coin to
determine whether you receive $0 or $100. Let us sy your
answer is $27. Now determine the certain equivalent of
the lotteries (1-2, $0; 1/2, $27), and (1,/2, $27; 12, $100),
and so forth. We might arrive at a curve like that shown
in Fig. 6.

We have simply used the expected value property (2} to
construet a utility curve. This same curve, however,
allows us to use the same expected utility theorem to
evaluate new lotteries; for example, (1/2, $30; 1/2 $30).
From Fig. 6, u($30) = 0.54, u(3$80) = 0.91, and therefore
1/2 4($30) + 1/2 u($80) = u(x) — r = $49. If you are
going to be consistent with the preferences you expressed
in developing the utility curve, you will be indifferent
between $49 and this lottery. Moreover, this amount
could have been determined from your utility curve by a
subordinate or perheps a computer program. You could
send vour agent to make decisions on lotteries by using
vour utility curve. snd he would make them to reflect your
preference for amounts in the range $0 to $100.
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Fig. 6. Utility curve for money: $0 to $100,

Even without such a monetary representation, we ¢an
always construct a utility function on a finite sot of out-
comes by using the expected value property (2). Let us
choose two outcomes, one of which is preferred to the
other. If we set the utilities arbitrarily at 1 for the preferred
outcome and 0 for the other, we can use the expected value
property (2) of the utility function to determine the
utility of the other prises. This procedure will always work
so long as our preferences obey the axioms, but it may he
unwieldy in practice because we are asking the decision
maker to assess simultaneously his values in the absence of
uncertainty and his preference among risks. The value of
some outcome is accessible only by reference to a lottery
involving the two “reference” outeomes, For example,
the reference outcomes in the anniversary problem might
be “‘domestic bliss” = 1 and “doghouse” = 0. We could
then determine the utility of “status quo” 230.91 since the
husband is indifferent between the outcome *‘status quo”
and a lottery in which the chances are 10 to 1 of “domesti
hliss” as opposed to the “doghouse.” Similarly, we might
discover that a utility of 0.667 should be assigned to “sus-
picious wife and $6 wasted on roses,” sinveour friend i< indif-
ferent between this eventuality and a lottery in which the
probabilities are 0.333 of “doghouse” and 0.667 of “do-
mestic bliss.” Of course, to be consistent with the axioms,
our friend must be indifferent. between “suspicions wife,
ete.,” and a 0.73 probability of “status quo” and a 0.27
probability of “doghouse.” If the example included
additional outcomes as well, he might find it quite difficult
to express his preferences among the Iotteries in 2 manner
consistent with the axioms. It may be advisable to proceed
in two stages; first, & numerical determination of value in a
risk-free situation, and then an adjustment to this seale
to include preference toward risk.

Equivalent to our first assumption, the existence of
transitive preferences, is the existence of some seale of
value hy which outcomes may be ranked; 4 is preferred to
B if and only if A is higher in value thar B. The numerieal
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structure we give to this value is not important since a
monotonic transformation to a new scale preserves the
ranking of outcomes that corresponds to the original
preferences. No matter whet scale of value we use, we can
construct a utility function on it by using the expected
value property (2), so long as our four assumptions hold. We
may as well use a standard of value that is reasonably
intuitive, and in most situations money is a convenient
standard of economic value. We can then find a monetary
equivalent for each outcome by determining the point at
which the decision maker is indifferent between receiving
the outcome and receiving {(or paying out) this amount of
money. In addition to conceptual simplicity. this pro-
cedure makes it easy to evaluate new outcomes by pro-
viding an intuitive scale of values. Such «a scale will be-
come necessary later on if we are to consider the valie of
resolving uncertainty.,

We will return to the auniversary decisiv.. and demen-
strate how this two-step value determination procedure
may be applied. But first let us describe how we shell
quandify uncertainty.

The Inductive Use of Probability Theory

We now wish to leave the problem of the evaluation of
outcones resulting from a decision and turn our attention
to a means of encoding the information we have as to
which outcome is likely to occur. Let us look at the limiting
case where a decision results in a certain outcome. We
might represent an cutcome, or an event, which is certain
to occur by 1, and an event which cannot occur by 0.
A certain event, together with another cortain event, is
certain to oceur; but a certain event. together with an
impossible event, is certain not to occur. Most engineers
would recognize the aforementioned as simple Boolean
equations: 1-1 = 1, 1:0 = 0. Boolean algebra allows us
to mske complex calculstions with statements that may
take on only the iogical values “true’” and “false.” The
whole field of digital computers is, of course, based on this
branch of mathematies,

But how do we handle the logical “maybe®” Tuke the
statement, “It will rain this afternoon.” We cannot now
assign this statement a logical value of true or false, but
we certainly have some feelings on the mat.er, and we
muy even have to make a decision bused on the truth of
the statement, such as whether to go to the heach. Ideally,
we would like to generalize the inductive logie of Boolean
algebra to include uncertainty. We would like to be able to
assign to a statement or an event a value that is a measure
of its uncertainty. This value would lie in the range from 0
to 1. A value of 1 indicates that the statement is true or
that the event is certain to occur; a value of 0 indicates
that the statement is false or that the event cannot occur.
We might add two obvious assumptions. We want the
valiue assignments to be unambiguous, and we want the
value assignments to be independent of any assumptions
that have not. been explicitly introduced. In particular. the

value of the statement should depend on its content, not
on the way it is presented. For example, “It will rain this

3k

morning or it will rain this afternoon,” should have the
same value a8 *It will rain today.”

These assumptions are equivalent to the assertion
that there is a function P that gives values between 0 and 1
to events (“the statement is true” is an event) and that
obeys the following probability axioms.

Let E and F be events or outcomes that could resuit
from a decision:

1) P(E) 2 O forany event E:

2) P(E) = 1, if E is certain to occnr;

3) P(Eor F) = P(E) + P(F) if £ and F are mutuslly
exclusive events (i.e., only one of them can occur).

E or F means the event that either £ or F occurs. We
are in luck. Our axioms are identical to the axioms that
form the modern basis of the theory of probability. Thus
we may use the whole machinery of probability theory for
inductive reasoning.

Where do we obtain the values P(F) that we will
assign to the uncertainty of the event £Y We get them from
our own minds. They reflect our best judgment on the
basis of ull the information that is presently available to us.
The use of prabability theory as a tool of inductive reason-
ing goes back to the beginnings of probebility theory.
In Napoleon’s time, Laplace wrote the following as a part

of his introduction to A Philosophical Essay on Proba-
bilities ({15], p. 1):

Strictly speaking it may even be said that nearly all our
knowledge is problematical; and in the small numbers of
things which we are able to know with certainty, even in
the mathematics) sciences themselves, the principal means
for ascertaining truth—induction and analogy—are them-
selves based on probabilities . . ..

Unfortunately, in the years following Laplace, his writ-
ings were misinterpreted and fell into disfavor. A definition
of probability based on frequency came into vogue, and the
pendulum is only now beginning to swing back. A great
many modern probabilists look on the probability assigned
to an event as the limiting fraction of the number of times
an event occurred in a large number of independent
repeated trials. We shall not enter into a discussion of the
general merits of this viewpoint on probability theory.
Suffice it to say that the situation is a rare one in which
you ean observe a great many independent identical trials
in order to assign a probability. In fact, in decision theory
we are often interested in events that will occur just once.
For us, a probability assessment is made on the baasis of a
state of mind; it is not a property of physical objests to
be measured like length, weight, or temperature. When we
assign the probability of 0.5 1o a coin coming up beads, or
equal probabilities to all possible orientations of a pointer,
we may be reasoning on the basis of the symmetry of the

? Axioms 1) and 2) are obvmm, and 3) results from the assumption
of invariance to the form of data lpresentauon (the last sentence in
the preceding pan ph). Formal develcpments may be found in
Cox 131 Jaynes |12], or Jeffrevs [13}. A éomt axiomatisation of both
pmbubxlm and utnhtv theory hax been developed by Savage {20].
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phyzical object. There is no reason to suppose that one
side of the coin will be favored over the other. But the
vhysical symmetry of the coin does not lead immediately
to a probability assignment of 0.5 for i.2ads. For example,
consider a coin that is placed on a drum head. The drum
head 1s struck, and the coin bounces into the air. Will it
land heads up half of the time? We might expect that the
probability of heads would depend on which side of the
coin was up initially, how hard the drum was hit, and so
forth. The probability of heads is not a physical parameter
of the coin; we have to specify the flipping system as well.
But if we knew exactly how the coin were to be flipped, we
could calenlate from the laws of mechanies whether it
would land heads or tails. Probability enters as a means of
describhing our feelings about the likelihood of heads when
our knowledge of the flipping svstem is not exact. We must
conclude that the probability assignment depends on our
present state of knowledge.

The most important consequence of this assertion is that
probabilities are subject to change as our information
improves. In fact, it even makes sense to tulk about
probabilities of probabilities. A few years.ago we might
have assigned the value 0.5 to the probability that the
surface of the moon is covered by a thick layer of dust.
At the time, we might have said, “We are 90 percent
certain that our probability assignment after the first
suecessful Surveyor probe will be less than 0.01 or greater
than 0.99. We expect that our uncertainty about the com-
position of the moon’s surface will be largely resolved.”

Let us conclude our discussion of probability theory
with an example that will introduce the means by which
probability distributions are modified to include new in-
formation: Bayes’ rule. We shall also introduce a useful
notation. We have stressed that all of our probability
assignments are going to reflect a state of information in
the mind of the decision maker, and our notation shall
indicate this state of information explicitly.

Let A be an event, and let x be a quantity about which
we are uncertain; e.g., z is a random variable. The values
that x may assume may be discrete (i.e., heads or tails)
or continuous (i.e , the time an electronic component will
run before it fails). We shall denote by {A|S} the proba-
bility assigned to the event A on the basis of a state of
information S, and by {z|S} the probability that the
random variable assumes the value z, i.e., the probability
mass function for a discrete random variable or the proba-
bility density function for a continuous random veariable,
given a state of information S. If there is confusion be-
tween the random variable and its value, we shall write
{z = 2|8}, where z denotes the random variable and z,
the value. We shall assume the random variable takes on
some value, so the probabilities must sum to 1:

[ st =1 ®
J is a generalized summation operator representing

summation over all discrete values or integration over all
continuous values of the random variable. The expected
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value, or the average of the random variable over its
probability distribution, is

@ls) = f zlals]. @

One special state of information will be used over and
over again, so we shall need a special name for it. This is
the information that we now possess on the basis of our
prior knowledge and experience, before we have done any
special experimenting or sampling to reduce our uncer-
tainty. The probability distribution that we assign to
values of an uncertain quantity on the basis of this prior
s‘ate of information (denoted 8) will be referred to as the
“prior distribution” or simply the “prior.”

Now let us consider a problem. Most of us take as
axiomatic the assignment of 0.5 to the probability of heads
on the flip of a coin. Suppose we flip thumbtacks. If the
thumbtack lands with the head up and point down, we
shall denote the outcome of the Jip as “heads.” If it lands
with the head down and the point up, we shall denote the
outcome as “tails.” The question whizh we must answer
is, “What is p, the probability of heads in flipping a
thumbtack?”’ We will assume that both thumbtack and
means nf flipping are sufficiently standardized so that we
may expect that all flips are independent and have the
same probability for coming up heads. (Formally, the
flips are Bernculli trials.) Then the long-run fraction of
heads may be expected to approach p, a well-defined
number that at the moment we do not know.

Let us assign a probability distribution to this uncertain
parameter p. We are all familiar with thumbtacks; we have
no doubt dropped a few on the floor. Perhaps we have some
experience with spilled carpet tacks, or coin flipping, or
the physies of falling bodies that we believe is relevant.
We want to encode all of this prior information into the
form of a provability distribution on p.

This task iz accomplished by using the cumulative dis-
tribution function, {p < pdl6}, the probability that the
parameter p will be less than or equal to some specific
value of the parameter po. It may be convenient to use

the complementary cumulative

{p>pde} =1 - {p < pile}

and ask questions such as, “What is the probability that p
is greater than py, = 0.5?"

To make the situation easier to visualize, let us introduce
Sam, the neighborhood bookie. We shall suppose that we
are forced to do business with Sam. For some value p,
between (0 and 1, Sam offers us two packages:

Package 1: If measurement of the long run fraction of
heads p shows that the quantity is less than or equal to pe,
then Sam pays us $1. If p > p, then we pay Sam $1.

Package 2: We divide a circle into two regions (as shown
in Fig. 3). Region I is defined by a fraction 2 of the circum-
ference of the circle, and the remainder of the circle con-
stitutes region II. Now a pointer is spun in such a way
that when it stops, it is equally likely to be pointing in any
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given direction. If the pointer stops in region I, Sum pays
us $1; if it lands in region II, we pay Sam $1.

Sam lets us choose the fraction P in Package 2, but then
he chouses which package we are to receive. Denending on
the value of py, these packages may be more or less a*trac-
tive to us, but it is the relative rather than the absolute
valve of the two packages that is of interest. If we set P
to be large, we might expecs that Sam will choose package
1, whereas if P is small enoagh, Sam will certainly choose
package 2. Sam wishes (just as we do) to have the package
with the higher prebability of winning $1. (Recall this is
our second utility axiom.) We shall assume Sam has the
same information about thumbtacks that we do, so his
probubility assignments w.il be the same as ours. The
assumption [utility axiom 4)]is that given p, we can find a
P such that Packages 1 and 2 represent equivalent lot-
teries, so P = {p < poi6}.8 The approach is similar to the
well-known method of dividing an extra dessert between
two small boys: let one divide and the other ehoose. The
first is motivated to meke the division as even as possible
g0 that ke will be indifferent ¢s to which half Le receives.

Suppose Sam starts at a value pp = 0.5, We might
reason that since nails always fall on the side (heads). and &
thumbtack is intermediate between a coin and a naii
heads is the more likely orientation; but we are not too
sure; we have seen a lot of thumbtacks come up tails.
After some thought, we decide that we are indifferent about
which package we get if the fraction P is 0.3, so {pr <
6.518] = 0.30.

Sam takes other values besides 0.5, skipping arcund in a
random fashion. i.e., 0.3, 0.9, 0.1, 0.45, 0.8, 0.6, et.. The
curve that results frem the interrogation might look like
that shown in ¥ig. 7. By his method of randomly skipping
around, Sam has eliminated any bias in our true feelings
that resulted from an unconscious desire t¢ give answers
consistent with previous points. In this fusnion, Ham has
helped us to establish our prior distribution on the param-
eter p. We may derive a probability density function by
taking the derivative of the cumulative distribution fure-
rion (Fig. 8): {pl&} = (d/dpo) {p < mols}.

Now supposing we are allowed to flip the thumbtack
20 times and we obtain 5 heads and 15 tails. How do we
take account of this new data in assigning a proba-
bility distribution based on the new state of information,
which we denote as §, E: our pricr experience & plus E, the
20-flip expriment? We will use one of the oldest (1763)
results of probability theory, Bayey rule. Consider the
prior probubility that p will take on a specific value and
the 20-flip experimer.t E will have & certain specific out-
come (for example, p = 0.43; E = 5 heauds, 135 tails). Now
we can write this joint probability in two ways:

{p.EiE! = {plEs} {ElE} )

. Y We have equated the subjective probability that summarised our
information about thumbiacks tc' the more intuitiva notion of
probability based on symmetry (in Package 2). Such s twostsp
approach to probability theory has heen discussed theoretically by
Anscombe and Aumann (i].
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Fig. 8 Prior probabiity density function.

i.e., ax the produet of the probability we assign to the
sxperimental outcome F times the probability we would
assign to the velue of p after we knew the experimental
outcome 5 in addition to our prior information; or

{n.Ele} = |Eipt} {8} ©®

ie., the preduct of the probability of that experimental
outeome if we knew that p were the probability of getting
heads times our prics probability assessment that p actu-
ally takes on that value.

e assumed that probsbilities were unambiguous, so
we equate these two expressions. Providing {Elg] » 0,
i e., the experimental outrome is not impaossible, we obtain
the posterior (after the experiment) probability distritwm-
tion on p

{plEE} = !ED%%}M. ™

This expression is the well-known Bayes’ rule.

{El6} is the “pre-posterior” probability of the outcome
E. It does not depend on p, so it becomes a normalizing
factor for the posterior probability distribution. { Elp,} is
the probability of the outcome & if we knew the value p
for the probability of heads. This probability is a function
at p, usually referred to as the “likelihood function.” We
notice since p must take on some value, the expectation of
the likelihood fuaction over the values of p gives the pre-
posterior probability of the experimental outcome:

(B} = [ (Pl o], ®
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For the specific ense we are treating, the likalihood fune-
tion is the fumiliar result from elementary probability
theory for r successes in n Bernoulli tnals when the
probability of a success is p:

n:

o (= ) ©

a o
thip &) = rifn — !

This function is graphed forr = 5 headsinn = 20 trials in
Fig. 9. Multiplying it by the prior {plg} (Fig. §) and
normalizing by dividing by | El8} gives us the posterior
distribution }pi£.8} (Fig. 10). In this way, Bayes' rule
gives us a general means of revising our probability assess-
ments to tuke account of new information.’

SountTioN or DECIsiox PROBLEMS

Now that we have the proper tools, utility theory and
probability theory, we return to the anniversary decision
problem. We ask the husband, our decision maker, to
assign monetary values to the four possible outeomes,
He does so as follows:

Domestic bliss  (Howers + anniversary): $100
Doghouse (no flowers, anniversary): $ 0
Status quo (no flowers, no anniversary): $ 80
Suspicious wife  (Rowers, no anniversary): $ 42,

(For example, he is indifferent between “status quo” and
“doghouse” provided in the latter case he receives $%0.)
His preference for risk is reflected by the utility function of
Fig. 6, and he decides that a probability assessment of 0.2
sums up his uncertainty about the possilility of today be-

? For certain xampling processes having special statistieal proper-
ties, assumption of a prior probability distribution from a particular
family of functicns lcads to a simple form for Baves' rule. An ex-
tensive development of this ides of “‘conjugate distributions” has
been accompliched by Raiffa and Schiaifer {19).
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ing his anniversary: the odds are 4 to 1 that it is not his
anniversary. Now let us look at the two lotteries that
represent his decision alternatives. If he buys the flowers,
he has a 0.2 probability of ‘“domestic bliss” and an 0.8
probability of “suspicious wife.” The expected utility of
the lottery is 0.2(1.0) + 0.8(0.667) = 0.734 = u($50).
On the other hand, if he does not puy the flowers, he has an
0.8 chance of “status quo” and a 0.2 chance of “doghouse.”
The expected utility of this alternative is 0.8(0.91) +
0.2(0) = 0.728 = :-%49). The first alternative has a
slightly higher value tc him so he should buy the flowers.
On the basis of his values, his risk preference, and his
judgment about the uncertainty, buying the flowers is his
best alternative. If he were an expected value decision
maker, the first lottery would be worth 0.2($100) +
0.8(842) = $53.60 and the second 0.2(0) 4 0.8(320) =
$64. In this case he should not buy the flowers.

The foregoing example is, of course, very trivial, but
conceptually any decision problem is oxactly the same.
There is only one additional feature that we may typically
expect: in general, decision problems may invalve a
sequence of decisions. First, a decision is made and then an
uncertain outcome is observed; after which another de-
cision is made, and an outcome observed, ete. For exaniple,
the decision to develop a new product migh* go as follows.
A decision is made as to whether or not a product should
be developed. If the decision is affirraative, an uncertain
research ana development cost will be incurred. At this
point, a decision is made as to whether to go inte produc-
tion. The production cost is uncertain. After the produc-
tion cost is knowon, a sale price is set. Finally, the uncertain
sales volume determines the profit or loss on the product.

We can handle this problem in the same way as the
anniversary problem: assign values to the final outcones,
and probabilities to the various uncertain outcomes thay
will result from the adoption of a decision alternative.
We can reprasent the problem as a decision tree (Fig. 11),
and the solution is conceptually easy. Start at the finnl
outcome, sales volume (the ends of the tree). Go in to the
first decision, the sales price (the last to be made chrono-
logically). Compute the utility of the decision alternatives,
and choose the one with the highest value. This value
Lecomes the utihity of the chance outcome leading to that
decision (e.g., production cost). The corresponding
certain equivalent in dollars reflects the expected utility
of reaching thas point in the tree. In this fashion, we work
backwards to the start of the tree, finding the best decision
sdternatives and their values at each step.

Many decision problems encountered in actual practice
are extremely complex, and a decision tree approach may
not always be appropriate. If all quantities concerned in
the problem were considered uncertain (with prior dis-
tributions), the problem might be computationally in-
tractable. It is often advisable to solve the model de-
terministically as a first approximation. We approrimate
all uncertain quantities with a single best estimate and
then examine the decision; i.e., if research and develop-
ment costs, production costs, and sales volume took the
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Fig. 11. Product development decision tree.

values wn consider most likely, would it then be advisable
to develop the product? This deterministic phase will
usually give us some insight into the decision. Moreover,
we can perform a sensitivity analysis by varying quantities
that we believe are uncertain to determine how they
affect the decision. The decision may be quite insensitive
to some quantities, and these quantities may be treated as
certain (uncertainty is neglected if it appears not to
affect the decision). On the othei hand, if a variation tha.
lies within the range of uncertainty of a factor causes a
major shift in the decision (i.e., from “develop the prod-
uct” to “do not develop the product”), we shall certainly
wish to encode our feelings about the uncertainty of that
quantity by a prior distribution.*

THe VALUE oF RESOLVING UNcCERTAINTIES

There is a class of alternatives usually available to the
decision maker that we have not yet mentioned: activities
that allow him to gather more information to diminish the
uncertainties hefore he makes the decision. We have al-
ready seen how new information may be incorporated into
probability assessments through Bayes’ rule and we noted
that we can assign a probability distribution to the results
of the information gathering by means of the pre-posterior
probability distribution. Typical information-gathering
activities might include market surveys, pilot studies,
prototype constiuction, test marketing. <= consulting with
experts. These activities invariably cost the dceision maker
time and resources; he must pay a price for resolving
uncertainty-.

Iet us return to the husband with the anniversary
problem. Suppose he kas the option of calling his secretary.
If it is his anniversary, his secretary will certainly tell! n.
But if it is not, she may decide to play a trick and tell him
that. today is his anniversary. He assigns probability 0.5 to
such practical joking. In any event, the secretary will
spread the word around the office and our friend will get
some good natured heckling, which he views as having a
value of minus $10,

* The decision analysis procedure has been described in detail by
Howard [8].
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How will the secretary’s information chunge his ussess-
ment of the probability that todsy is his anniversary?
If she says, “No, it is not your anniversary,” he sy be
sure that it is not; but if she says “Yes, it is,” she could be
joking. We can compute the new assesement of the proba-
bility from Bayes’ rule. This new probability is equal to the
probability 0.2 that she says yes and it really is his anni-
versary, divided by his prior estimate, 0.2 4+ 0.5 X 0.8
= (.0, that she will say yes regardless of the date of his
anniversary. Hence the probability assignment revised to
include the secretary’s yes answer is 0.333.

What is the value of this new alternative to our friend?
If his secretary says no (probability 90.4), he may return
iome empty-banded and be assured of “status quo.” On
the other hand, if she says yes (probability 0.6), he will
buy the flowers. In either case, ha has incurred a cost of
$10 which must be subtracted from the values of the cut-
comes. Calling the secretary then has a utility of

0.4 u(870) + 0.6 {6.333 u($90) + 0.667 u($32)]
= 0.344 + 0.416 = 0.760 = u($53.50).

Since this value of $53.50 exceeds the value of $50 for his
previous best alternative (buy flowers), our friend should
call his secretary. If the husband were an expected velue
decision maker, the alternative of calling the secretary
would have a value of

0.4 (§70) 4- 0.6 [0.333 ($90) + 0.667 ($32)] = $58.80

which is less than the value of $64 for the “do not buy
flowers” alternative; in this case our friend should not call
his seeretary. It is evident that in this example preference
toward risk is very important in detecmining the decision
maker’s best course of action.

In the complex decision problems normally encountered
in practice, there are usuelly several alternative options
available for dirinishing the uncertainty associated with
the unknown factors. In theory, the expected gain for each
type of sampling could be computed and compared with
the cost of sampling as we have just done in the simple
anniversary example. But these calculations can be quite
involved as a rule, and there may be a great many alterna-
tive ways of gathering information. Often the relevant
questions are, first, “Should we sample at all?” and then,
“What kind of sampling is best for us?"

1t is often useful to Jook at the limiting case of complete
resolution of unceriainty, which we call perfect informa-
tion. We can imagine that a gypsy fortune teller who
always makes correct predictions is, in fact, available to us,
The value of perfect information is the amount that we are
willing to pay her to tell us exactly what the uncertain
quantity will turn out to be. Note that her answer may be
of little value to us—we may be planning to take the best
decision alternative already. On the other hand, her perfect
information may be quite valuable; it may allow us to
avoid an unfavorable outcome. We are going to have to pay
her before we hear her information; our payment will
reflect what we expect the information to be on the basis
of our prior probability assessment.
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In the husband’s anniversary problem, perfect iaforma-
tion might correspond to a secretary who is certain to tell
him if today is his anniversary. If he could act on this
information, he would buy flowers if it were his anni-
versary and would not buy flowers otherwise. Since he
feels that there is 2 0.2 chance the secretary will tell him
that it is his anniversary, the expected utility of the out-
comes if he bases his decision on perfect. information is
0.2 u($100 — b) + 0.8 u($80 — b) where b is the amount he
must pay to get the information. By setting this expression
equal to 0.734, the expected utility of his best elternative
based on prior information, we can solve for b = $33.50.
The husband should consider for more detailed analysis
only those opportunities for resolving his uncertainty that
“cost”’ him $33.50 or less. If he were an expected value
decision maker, perfect information would be of less value

to him; he would be willing to pay a maximum of only $20
for it.?

SuMMARY

Decision theory is a way of fermalizing common sense.
The decision maker analyzes the possible outcomes re-
sulting from his available alternatives in two dimensions:
value (by means of utility theory) and probability of
occurrence. He then chooses the alternative that he expects
to have the highest valua. He cannot guarantee that the
outcome will be 25 good as he iight hope for, but he has
made the best decision: he can, based on his preferences and
available knowledge. Infererce using Bayes’ rule allows
the decision maker to evaluate information gathering
activities that will reduce his uncertainty.

Decision theory gives no magical formulas for correct
decisions. In fact, it forces the decision maker to rely more
strongly than ever on his own preferences and judgments.
Eut it does give him a logical framework in which to work,
a framework that is adaptable in principle to all decision
problems, from the simplest to the most complex. As
modern society continues to grow in size and complexity,
such a framework for decision making will become more
and more necessary.

! Additional discussion regarding the value of information_in
decision theory ic available from many sources, most notably
Howard (8b], (9], [11] and Kaiffa and Schiaifer [19].
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‘ DECISION ANALYSIS: APPLIED DECISION THEORY
5 ': Analyse des Décisions: Théorie Appliquée I
s des Décisions
1 . :
3 RonaLp A. Howarp :
Institute in Engineering-Economic Systems
Stanford University, California J
United States of America ;
3 :
1. INTRODUCTION 3
3 Decision theory in the modern sense has existed for more than a decade. Most : '
) of the effort among the present developers of the theory has been devoted to 3
2 Bayesian analysis of problems formerly treated by classical statistics. Many 1
] practical management decision problems, however, can be handled by formal i
- structures that are far from novel theoretically. The world of top management "
] decision making is not often structured by simple Bernoulli, Poisson, or normal
1 modcls.

Indeed, Bayes's thcorem itself may not be so imporiant. A statistician for
2 major company wrote a rcport in which he commented that for all the talk
1 sbout the Baycsian revolution he did not know of a single application in the
] company in which Bayes's thcorem was actually used. The observation was
: probably quite corrcct—but what it shows by implication is that the most sig-
nificant part of the revolution is not Bayes’s theorem or conjugate distributions
but rather the concept of probability as a state of mind, a 200-year-old concept.
Thus the real promise of decision theory lies in its ability to provide a broad
logical basis for decision making in the face of uncertainty rather than in any
specific models.

The purposc of this article is to outline a formal procedure for the analysis
1 of decision problems, a procedure that I call *“decision analysis,”” We shall also

discuss several of the practical problems that arise when we attempt to apply 3
i the decision analysis formalism.

At ait

2. DECISION ANALYSIS

To describe decision analysis it is first necessary to define a decision. A decision
is an irrevocable allocation of resources, irrevocadle in the sensc that it is im-
3 possible or extremely costly to change back to the situation that existed before :
> making the decision. Thus for our purposes a decision is not 2 mental commit-

ment to follow a course of action but rather the actual pursuit of that course of E
action. This definition often serves to identify the real decision maker within a
loosely structured organization. Finding the exact nature of the decision to be
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RONALD A. HOWARD

made, however, and who will make it, remains one of the fundamental problems
of the decision analyst,

Having defined a decision, let us clarify the concept by drawing a necessary
distinction between a good decision and a good outcome. A good decision is a
logical decision—one bascd on the uncertainties, values, and rreferences of the
decision maker. A good outcome is one that is profitable or otherwise highly
valued. In short, a good outcome is one that we wish would happen. Hopefully,
by making good decisions in all the situations that face us we shall ensure as
high a percentage as possible of good ouicomes. We may be disappointed to
find that a good dccision has produced 2 bad outcome or dismayed to learn
that someone who has made what we consider to be 2 bad decision has enjoyed
a good cutcome. Yet, pending the invention of the true clairvoyant, we find no
better alternative in the pursuit of good outcomes than to make good decisions.

Decision analysis is a logical procedure for the balancing of the factors that
influence a decision, The procedure incorporates uncertaintics, values, and
preferences in a basic structure that models the decision. Typically, it includes
technical, marketing, competitive, and environmental factors. The essence of
the procedure is the constiuction of a structural model of the decision in a
form suitable for computation and manipulation; the realization of this model
is often a sct of computer prograras,

2.1, The Decision Analysis Procedure
Table 1 lists the three phascs of a decision analysis that are worth distinction:
the deterministic, probabilistic, and post-.:rortem phascs.
TasLE ]
The Decision Analysis Procedure

1. Deterministic phase
Decfine the decision
Identify the alternatives
Assign values to outcomes
Sclect state variables
Establish rclationship at state variables
. Specify time preference
Analysis: (a) Dectermine dominance to climinate alteinatives
(b) Measure sensitivity to identify crucial state variables
II. Probabilistic phase
1. Encode uncertainty on crucial state variables
Analysis: Develop profit lottery
2. Encode risk preference
Analysis: Sclect best alternative

1I1. Post-mortem phase

Anulysis: (a) Determine value of eliminating uncertainty in crucial state
variables

(b) Develop most economical information-gathering program
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2.1.1.  The Deterministic Phase

The first step in the deterministic phase is to anawer the question, * What
decision must be made?” Strange as it may scem, many people with what
appear to be decision problems have never asked themselves that question.
We must distinguish between situations in which there is a decision to be made
and situations in which we are simply worricd about a bad outcome. If we have
gesources to allocate, we have a decision problem, but if we are only hand
wringing about circumstances beyond our control no forma’ analysis will help,
The dierence is that between selecting a surgeon to operate on a member of
your family and waiting for the result of the operation. Ve may be in a state of
anguish throughout, but decision analysis can help only with the first question.

‘The next step is to identify the alternatives that are available, to answer the
question, * What courses of action arc open to us? ” Alternative gencration is the
most creative part of the decision analysis procedure. Often the introduction
of a new alternative eliminates the need for fusther formal analysis. Although
the synthesis of new alternatives necessarily does not fall within the province of
the decision analysis procedure, the procedure does evaluate alternatives and
thereby supgests the defects in present alternatives that new alternatives might
vemedy. Thus the existence of an analytic procedure is the first step toward
synthesis.

We continue the deterministic phase by assigning values 1o the various
outcomes that might be produced by each aliernative. We thus answer the
question, * How are you going to determine which outcomes are good and
which arc bad?” In business problems this will typically be a measure of profit.
Military and governmental applications should also consider profit, measured
perhaps with more difficulty, because these decision makers arc also allocating
the cconomic resources of the nation. Even when we agree on the measure of
profit to be assigned to each outcome, it may be difficult to make the assignment
until the values of a number of variables associated with cach outcome are
specificd. We call these variables the statc variables of the decision. Their
selection is the next step in the deterministic phzsc.

A typical problem will have state variables of many kinds: costs of manu-
facture, prices charged by competitors, the failure rate of the product, etc, We
select them by asking the question, “If you had 2 crystal ball, what numerical
questions would you ask it about the outcome in order, to specity your profit
mcasure?” At the same time that we select these variables we should assign
both nominal values for them and the range over which they might vary for
future reference.

Next we establish how the state variables are rclated to each othier and to
the measure of petformance. We construct, in essence, a profit function that
shows how profit is rclated to the factors that underlic the decision. The con-
struction of this profit function requires considerable judgment to avoid the twin
difficulties of excessive complexity and unreal simplicity.

If the 1esults of the decision extend over a long time period, it will be neccs-
sary 1o have the decision maker specify his time preference for profit. We must
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ask, * How does profit received in the future compare in value to profit reccived
today? " or an equivalent question. In cases in which we can assume a perfect
financial environment the present value of future profit at some rate of interest
will be the answzr. In many large decision problems, however, the nature of the
undertaking has an cffect on the basic financial structure of the enterprise. In
these cases a much more realinic modeling of the time prefercnce for profit
is necessary.

Now that we have completed the steps in the deterministic phase we have a
deterministic model of the decision problem. We next perform two closely
rclated analyses, We perform them by setting the state variables to their
nominal values and then sweeping cach through its range of values, individually
and jointly, as judgment dictates. Throughout this process we observe which
alternsiive would be best and how much value would be associated with cach
alternative. We often obscrve that regardless of the values the state variables
take on in their ranges one altcrnative is always superior to another, a condition
we desciibe by saying that the first alternative dominates the sccond. The
principle of dominance may often permit a major reduction in the number of
alternatives that nced be considered. -

As a result of this procedure we have performed a sensitivity analysis on
the state variables. We know how much a 10 percent change in one of the
variables will affect profit, hence the optimum alternative. Similarly, we know
how changes in state variables may interuct to affect the decision. This scnsi-
tivity analysis shows us where uncertainty is important. We identify those state
variables to which the outcome is sensitive as “ crucial ”* state variables. Deter-
mining how uncertainties in the crucial state variable influence the dccision is
the concern of the probabilistic phase of the decision analysis.

2.1.2. Probabilistic Phase

The probabilistic phase begins by encoding uncertainties on each of the
crucial state variables; that is, gathering priors on them. A subset of the crucial
state variables will usually be independent—for these only a single probability
distribution is neccssary. The remainder will have to be treated by collecting
co-ditional as well as marginal distributions. We have more to say on this
process later.

The neat step is to find the uncertainty in profit for each alternative implied
by the functional relationship of profit to the crucial state variables and the
probability distribution on those crucial state variables for the alternative,
We call this derived probability distribution of profit the profit lottery of the
alternative. In a few cases the profit lottery can be derived analytically and in
many by numerical analysis procedurcs. In any case it may be approximated by
a Monte Carlo simulation. Rcgardless of the procedure used, the result is &
probability distribution on proﬁt (or perhaps on discounted profit) for each of
the alternatives that remain in the problem.

Now we must consider how to choose between two alternatives with dxﬂerem
profit lotteries. In one case the choice is easy. Suppose that we plot the profit
lottery for each alternative in complementary cumulative form; that is, plot the
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Figure 1. Stochastic dominance,

probability of profit exceeding x for any given x. Suppose further, as shown
in Figure 1, that the complementary cumulative for alternative A; always lics
; above that for alternative A;. This means that for any number x there is a
higher probability of profit exceeding that number with alternative Az than
with alternative 4;. In this case we would prefer alternative 4, to alternative
Ay, provided only that we liked more profit better than less profit. We describe
this situation by saying that the profit from alternative A4, is stochastically
greater than the profit from altcrnative 4, or equivalently by saying that alter-
4 native Az stochastically dominates alternative A4;. Stochastic dominance is a
concept that appeals intuitively to management; it applies in a surprising
number of cases.
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Figure 2. Lack of stochastic domi e
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Figure 2, however, illustrates a case in which stochastic dominance does not
apply. When faced with a situation like this, we must either abandon formal
methods and leave the sclection of the best alternative to judgment or delve into
the measurement of risk preference. If we choose to measure risk preference,
we begin the second step of the probabilistic phase. We must construct a
utility function for the decision niaker that will tell us whether or not, for
example, he would prefer a certain 4 million dollars profit to equal chances of
earning zero or 10 million dollars. Although these questions are quite foreign
to management, they are being asked increasingly often with promising results,
Of course, when risk preference is established in the form of a utility function,
the best alternative is the one whose profit lottery has the highest utility.

2.1.3. Post-Mortem Phase

The post-mortem phasc of the procedure is composed entirely of analysis,

This phasc begins when the best altcrnative has been selected as the result of
the probabilistic phase. Here we usc the concepts of the clairvoyant lottery to
establish a dollar valuc of eliminating uncertainty in each of the state variables
individually and jointly, Being able to show the impact of uncertainties on
profit is one of the most important features of decision analysis. It leads dircctly
to the next step of the post-mortem, which is finding the most economical
information-gathering program, if, in fact, it would be profitable to gather more
information. The information-gathering program may be physical rescarch, a
marketing survey, or the hiring of a consultant. Perhaps in no other area of its
operations is an entcrprise in such need of substantiating analysis as it is in the
justification of information-gathering programs.

OF course, once the information-gathering scheme, if any, is completed, its
information modifies the probability distributions on the crucial state variables
and consequently affects the decision. Indecd, if the information-gathering
program were not expected to modify the probability distributions on the
crucial state variables it would not be conducted. We then repeat the probs-
bilistic phase by using the new probability distributions to find the profit lotteries
and then enter the post-mortem phase once more to determine whether further
information gathering is worthwhile. Thus the decision analysis is a vital
structure that lets us compare at any time the values of such alternatives as
acting, postponing action and buying information, or refusing to consider the
problem further, We must semember that the analysis is always based on
the current state of knowledge. Overnight there can arrive a piece of infor-
mation that changes the nature of the conclusions entirely. Of course, having
captured the basic structure of the problem, we are in an excellent position to
incorg orate any such information.

Finally, as the result of the analysis the decision maker cmbarks on a course
of action. At this point he may be intcrested in the behavior of several of the
state variables for planning purposes; for example, having decided to introduce
a new product, he may want to examine the probability distributions for its
sales in future years to make subsidiary decisions on distribution facilities or
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on the size of the sales force. The decition-analysis model readily provides
such planning information.
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2.2. The Advantages of Decision Analysis

Decision analysis has many advantages, of which we have described just
a few, such as its comprehensivencess and vitality as a model of the decision and
its ability to place a dollar value on uncertainty. We should point out further
that the procedure is relevant to both one of a kind and repetitive decisions.
Decision analysis offers the cperations research profession the oppoitunity to :
3 extend its scope beyond its traditional primary concern with repetitively
1 : verifiable operations. . :
One of the most important advantages of decision analysis lics in the way it 4

Smr e e M TGRS

; ; encourages meaningful communication among ti.e members of the enterprise

: because it provides a common language 1n which to discuss decision problems. ;

3 { Thus engineers and marketing planners with quite different jargons can appreci-

4 i ated one another’s contributions to a decision. Both can usc the decision-analysis :
! language to convey their feclings to management quickly and effectively. ]

] ! A phenomenon that seems to be the result of the decision-analysis language '

is the successive structuring of staff groups to provide reports that are uscful
in decision-analysis terms. Thus, if the decision problem being analyzed starts
in an engincering group, that group ultimately seeks inputs from marketing,
product planning, the legal staff, and so on, that are compatible with the proba-
bilistic analysis. Soon these groups begin to think in probabilistic terms and to
. emphasize probabilistic thinking in their reports. The process seems irrever-
siblc in that_once the staff of an organization hecomes comfortable in dealing
with probabilistic phenonicna they are never again satisfied with deterministic
or expected value approaches to problems. Thus the existence of decision-
analysis concepts as a language for communication may be its most important
advantage.

[P PR F R R L

2,3. The Hierarchy of Decisicn Analysis

-

It is informative to place decision analysis in the hierarchy of techniques
that have been developed to treat decision problems. We see that a decision
analysis requires two supporting activitics. One is a lower order activity that we
call alternative evaluation; the second, a higher order activity that we call goal
setting. Performing a decision analysis requires cvaluating alternatives according
to the goals that have been set for the decision. The practitioners of operations
rescarch are quitc experienced in alternative evaluation in both industrial and
military contexts. In fact, in spite of the lip service paid to objective functions,
only rare operations researchers have had the scope necessary to consider the
goal-setting problems.

All mankind scems inexpert at goal s.tting, although it is the most important
problem we face. Perhaps the role of decision analysis is to allow the discussion
of decisions to be carricd on at a level that shows the explicit nced for goals or
criteria for selection of the best alternative. We need to make goals explicit only
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3 if the decision maker is going to dclegate the making of the decision or if he is :
! unsure of his ability to be consistent in selecting the best alternative, Ve shall
3 not comment on whether there is a trend toward more or less delegation of
! decision making. However, it is becoming clear to those with decision-making .
responsibilities that the increasing complexity of the operations under their :
control requires correspondingly more formal approaches to the problem of
i A organizing the information that bears on a decision if inconsistent decisions ars
: - to be avoided.

The history of the analgsis of the procurement of military weapuns systems
E B points this out. Recent years have shown the progression of procurement
, B thinking from effectivencss to cost effectiveness. In this respect the military
[ authoritics have been able to catch up in their decision-making apparatus to
what industry had been doing in its simpler problems for years. Other agencies
of government are now in the process of making the same transition. Now all
must move on to the inclusion of uncertainty, to the establishment of goals that ;
are reflected in risk and time preferences. ;

These developments are now on the horizon and in some cases in sight;
for example, although we have tended to think of the utility thecry as an
academic pursuit, one of our major companies was recently faced with the
question, *Is 19 million dollars cf profit sufficient to incur one chance in 1 mil-
lion of losing 1 billion dollars?” Although the loss is staggering, it is realistic
for the company concerned. Should such a large company be rick-indifferent
and make decisions on an expected value basis? Are stockholders responsible
for diversifying their risk externally to the company or should the company be
risk-averting on their behalf? For the first time the company faced these ques-
y tions in a formal way rather than deciding the particular question on its own

merits and this we must regard as a step forward.

, Decision analysie has had its critics, of course. One said, * In the final :
3 analysis, aren’t decisinns politically based?” The best answer to that came from
. ’ a high official in the executive branch of our government who said, “* The better
; ; the logical basis for a decision, the more difficult it is for extrancous political
) factors to hold sway.” It may be discouraging in the short run to sce logic ovenz
ridden by the taciical situation, but one must expect to lose battles to wi
the war.

Another criticism is, ** If this is such a good idea, why haven't I heard of it
before?” One very practical reason is that the operations we conduct in‘the : :
course of a decision analysis would be cxpensive to carry out without ysing
computers. To this extent decision analysis is a product of our technolugy. i
There are other answers, however, One is that the idea of probability as a state :
of mind and not of thir.gs is only now regaining its proper place in the world of ! ;
thought. The oppasing heresy lay heavy on the race for the better part of a ¢
century. We should note that most of the operations research performed in
World War II required mathematical and probabilistic concepts that were
readily available to Napoleon, One wonders about how the introduction of

formal methods for decision making at that time might have affected the
course of history.
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DECISION ANALYSIS: APPLIED DECISION THEORY

[y

3. THE PRINCIPLES OF THE DECISION ANALYST

Next we turn to the principles of the decision analyst, the professional who
embarks on preparing a decision analysis. His first principle is to identify and
isolate the components of the decision—the uncertainty, risk aversion, time
preference, and problem structure. Often arguments over which is the hest
decision arise because the participants do not realize that they are arguing on
different grounds. Thus it is possible for 4 to think that a certain alternative is
riskier than it is in B’s opinion, either because A4 assigns different probabilities
to the outcomes than B but both are cqually risk-averting, or because 4 and B
assign the same probabilities to the outcomes but differ in their risk aversion.
If we are to make progress in resolving the argument, we must identify the
nature of the difficulty and bring it into the open. Similar clarifications may be
made in the arcas of time preference or in the measurement of the value of
outcomes.

One aid in reducing the problsm to jts fundamental components is restricting
the vocabulary that can be used in discussing the problem. Thus we carry on
the discussion in termsof events, random variables, probabilities, density functions,
expectations, outcomes, and alternatives. We do not allow fuzzy thinking about
the nature of these terms. Thus * The density function of the probability
and * The confidence in the probability estimate’ must be nipped in the bud.
We speak of “assigning,” not “ estimating,” the probabilities of events and think
of this assignment as based on our *state of information.” These conventions
eliminate statements like the onc recently made on a TV panel of doctors who
were discussing the right of 2 patient to participate in decision mnaking on his
treatment. One doctor asserted that the patient should be told of * some kind
of a chance of a likelihood of a bad result.” I am sure that the doctor was a
victim of the pressures of the program and would agree with us that telling
the paticnt the probability the doctor wonld assign to a bad tesult would be
preferable.

One principle that is vital to the decision analyst is professional detachment
in sclecting alternatives. The analyst must not become involved in the heated
political controversies that often surround decisions except to reduce them to a
common basis. He must demonstrate his willingness to change the recommended
alternative in the face of new information if lic is to carn the respect of all con-
czrned. This professional detachment may, in fact, be the analyst’s single most
valuable characteristic. Logic is often severely strained when we are pessonally
involved.

The detachment of the analyst has another positive benefit. As an observer
he may be able to suggest alternatives that may have escaped those who are
intimatcly involved with the problem. He may suggest delaying action, buying
insurance, or performing & test, depending on the nature of the decision, Of
course, the comprehensive knowledge of the propertics of the existing alternatives
that the decision analyst must gain is a major aid in formulating new alternatives,

Since it is a rarc decision that does not imply other present and future
decisions, the decision analyst must establish a scope for the analysis that is
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broad enough to provide meaningful answers but not broad enough to impose
impractical compu.ational requirements. Perhaps the fundamental question in
: establishing scope is how much to spend on decision analysis. Because the
- approach could be applied both to sclecting a meal from a restaurant menu and
: to allocating the federal budget, the analyst nceds some guidelines to determine
when the analysis is worthwhile, %
The question of how much decision analysis is an economic problem sus. 1
ceptible to a simpler decision analysis, but rather than pursue that road let us
, pose an asbitrary and rcasonable but indefensible rule of thumb: spend at least :
i 1 percent of the resources to be allocated on the question of how they should be :
¢ ' allocated. Thus, if we were going to buy a 2000-dollar automobile, the rule
- . indicates a 20-dollar analysis, whereas for a 20,000-dollar house it would specify
{‘ 5 s 200-dollar analysis. A 1-million-dollar decision would justify 10,000 dollars’
' worth of analysis or, let us say, about three man-montas. ‘The initial reaction to
this guideline has been that it is conservative in the sense of not spending much
on analysis; yet, when we apply it to many decisions now made by business and
government, the reaction is that the actual expenditures on analysis are only
; onc-tenth or cne-hundredth as large as the rule would prescribe. Of course,
we can all construct situations in which a much smaller or larger expenditure
than given by the rule would be appropriate, and each organization can set its
own rule, perthaps making the amount spent on analysis nonlincar in the re-
sources to be alloczted. Nevertheless, the 1 percent figure has served well to
illustrate where decision analysis can be expected to have the highest payoff,
1 ' The professional nature of the decision analyst becomes apparent when he
3 balances realism in the various parts of the decision-analysis model. Here he
can be guided only by what used to be called engineering judgment. One
principle he should follow is to avoid sophistication in any part of the problem
when that sophistication would not affect the result. We can dcscribe this
informally by saying that he should strive for a constant * wince” level as he
surveys all parts of the analysis. One indication that he has achicved this state
is that he would be torn among many possibilities for improvement if we
allowed him to devote more time and resources to the decision model,
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! 4. THE ENCODING OF SUBJECTIVE INFORMATION .

Onc unique feature of decision analysis is the encoding of subjective infos-
mation, both in the form of risk aversion and in the assignment of probabilities.

4,1. Risk Aversion and Time Preference

Since we arc dealing in most cascs with enterprises rather than individuals,

the appropriate risk aversion and time preference should te that of the enter-

prise. The problem of cstablishing such norms is beyond our present scope. .

: It is easy, however, to demonstrate to managers, or to anyone clse for that, 3
; matter, that the phenomenon of risk aversion exists and that it varics widely :
from individua' to individual. One question useful in doing this is, ** How much K

3 would you have to be paid to call & coin, double or nothing, for next year’s
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DRCISION ANALYSIS: APPLIED DECISICN THEORY

salary?” Repardiess of the zslary level of the individuals involved, this is a
provocative question. We point out that only a rare individual would play such
s game for a payment of zero and that virtually everyone would play for a
payment equa! to next year's salary, since then there would be nothing to lose,
Thereafter we are merely haggling over the price. Payments in the range of
60 percent to 99 percent nf next year's salary scem to satisfy the vast majority
of professiunal individu~is.

The steps required to go from a realization of personal risk aversion and time
preference to corporate counterparts and finally to a reward system for managors
that will encourage them to make decisions consistent with corporate risk
aversion and time preference remain a fascinating area of sesearch,

4.2, Encoding of Uncertainty

When we begin the probabilistic phase of the decision analysis, we face the
problem of encoding the uncertainty in each of the crucial state variables,
We shall want to have the prior probability distributions assigned by the people
within *he enterprise who are most knowledgcable about each state variable.
Thus the priors on engincering variables will typically be assigned by the
engincering department; on marketing variables, by the marketing department,
and s0 on. However, since we are in each case attempting to encode a probability
distribution that reflects a state of mind and since most individuals have real
difficulty in thinking about unccrtainty, the method we use to extract the priors
is extremely important. As people participate in the prior-gathering process,
their attitudes are indicated successively by, * This is ridiculous,” * It can't be
done,” ** I have told you what you want to know but it doesn’t mean anything,”
“Yes, it scems to reflect the vay I feel,” and *“ Why doesn't everybody do this? "
In gathering the information we must be careful to overcome the defenises the
individual develops as a result of being asked for astimates that are often a
combination of targets, wishful thinking, and cxpeciations. The biggest diffi-
culty is in conveying to the man that you are interested in his siate of knowledge
and not in measuring him or setting 4 goa! for him.

If the subject has some cxperience with prebability, he often attempts to
make all his priors look like normal distributions, a characteristic we may
desigaate as *“ belishaped ’ thinking, Althougl: normal distributions are appro-
priate priors in somc circumstances, we tust avoid making them a foregone
conclusion,

Experience has shown certain proceduies to be effective in this almost
psychoanalytic process of prior measu: mem. The first procedure is to make
the measurement in a private interview to eliminate proup pressure and to over-
come the vaguc notions that most peaple cxhibit about matters probabilistic.
Sending around “~rms on which the subjevis arc supposed to draw their priors
has been worsc than uscless, unless the subjects were already experienced in
decisiors analysis.

Next we ask questions of the form, * What ate the chances that x will excecd
10,” because peoplt seem much more comiortable in assigning probabilities to
events than they are in sketching a density function. As these questions are
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asked, we skip around, asking the probability that x will be * greater than 50,
less than 10, greater than 30, often asking the same question again later in the
interview. The replies arc recorded out of the view of the subject in order to
frustrate any attempt at forced consistency on his part. As the interview pro-
ceeds, the subject often considers the questions with greater and greater care,
so that his answers toward the end of the interview may represent his feelings
much better than his initial answers. We can change the form of the questions by
asking the subject to divide the domain of the random variab.e into » muually
exclusive regions with equal probability. (Of course, we would never put the
question to him that way.) We can use the answers to all these questions to
draw the complementary cumulative distributiun for the vaiiable, a form of
representation that scems easiest to convey to people without formal prob-
abilistic training.

The result of this interview is a prior that the subject is willing to live with,
regardless of whether weare going to use it to govern a lottery on who huyscoffee
or on the dispesal of his life savings. We can test it by comparing the prior with
known probabilistic mechanisms; for exaniple, if he says that a is the median
of the distribution of x, then he shouid be indifferent about whether we pay him
one hundred dollars if x cxceeds a or if he can call the toss of a coin correctly.
If he is not indifferent, then we must require him to change @ until he is. The
end result of such questions is to producea prior that the subject is nottemptedto
change in any way, and we have thus achieved our final goal. "The prior-gathering
process is not cheap, but we perform it only on the crucial state variables,

In cascs in which the interview procedure is not appropriate, the analyst
can often obtain a satisfactory prior by drawing one himself and then letting the
subject change it until the subject is satisficd. This technique may also be uscful
as an educational device in preparation for the interview.

If two or more variables are dependent, we must gather priors on conditional
as well as marginal distributions. The procedure is generally the same but
somewhat more involved. However, we have the benefit of being able to apply
some checks on our results. Thus, if we have two dependent variables x and y,
we can obtain the joint distribution by measuring the prior on x and the con-
ditional on y, given x, or, alternatively, by measuring the prior on yand the con-
ditional on x, given y. 1f we follow both rowtes, we have a consistency check on
the joint distribution. Since the treating of joint variables is a source of expense,
we should formulate the problem to avoid them whencver possible,

To illustrate the nature of prior gathering we present the example shown
in Figure 3. The decision in a major problem was thouglit to depend primarily
on the average lifctime of 3 new muterial. Since the material had never bzen
made 2nd test tesufts would not be available until three yeays after the decision
was required, 1t was necessaty to encode the kiowledge the company now had
cencerning the life of the material. This knowledge rasided in three professional
metallurgists who were experts in that field of technology. These men were
interviewzd separately accerding to the priniciples we have described, They
praduced the poiuts labeled * Subjects 1, 2, and 3" in Figure 3. There resuits
have several intereating {eatucer. We note, for example, thas for £ = 17 Subject
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2 assigned probability 0.2 and 0.25 at various points in the interview. On the
whole, however, the subjects were remarkably consistent in their assignments.
2 We observe that Subject 3 was more pessimistic than Subject 1.

At the conclusion of the three interviews the three subjects were brought
together and shown the results, At this point a vigorous discussion took place.
Subjects 1 and 3, in particular brought forth information of which the other two
members of the group were unaware. As the result of this information exchange,
the three group members drew the consensus curve—cach subject said that this
: curve represented the statz of informnation about the material life at the end of the
meeting,

It has been suggested that the proper way to recencile divergent priors is
10 assign weights to cach, multiply, and add, but this experiment is convincing
evidenee that any such mechanistic procedure misses the point. Diveigent
priors arc an excellent indicator of divergent states of informatior. The ex-
perience just described not only produced the coinpany’s present encoding of
uncertainty about the lifctime of the material but at “ic same time encouraged
the - “change of information within the group.

E 5. A DECISION-ANALYSIS EXAMPLE

To illustrate the flavor of application let us consider a recent decision analysis
in the area of product introduction. Although the problem was really from
snother industry, let us supposc that it was concerned with the development
3 and production of a new type of aircraft. There were two major alternatives:
: to develop and scll a new aircraft (4;) or to continue manufacturing and selling
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Figure 4. Decision analysis for new roduct introduction.

the present product (4;). The decision was to be based on the present value of
future expected profits at a discounting rate of 10 percent per year. Initially,
the decision was supposed to rest on the lifetime of the material for which we
obtained the priors in Figure 3; howcver, a complete decision analysis was
desired. Since scveral hundred million dollars in present value of profit were ut
stake, the decision analysis was well justified.

The general scheme of the analysis appears in Figure 4. The first step was
to construct a mode! of the business, a model that was primarily a model of t) ¢
market. The profit associated with cach alternative wae described in terms of
the price of the product, its operating capital costs, the behavior of its competi-
tors, and the national characturistics of customers. The actual profit and dis-
counted profit were computed over a 22-year time period. A suspivion grew
that this model did not adequately capture the rcgional nature of demand.
Consequently a new model was constructed that included the market charac-
toristics, region by rcgion and customer by customer. Moving to the more
detailed basis affected the predictions so much that the additional refinement
was clearly justified. Other attempts at refinement, however, did not affect the
results sufficiently to justify a still more refined modsl, Now, the sensitivity
analysis was performed to determine the crucial statec variables, which turned
out to be the operating cost, capitul cost, and a few market parameters. Because
of the complexity of the original business model, an approximate business model
essentially quadratic in form was constructed to show how profit depended on
these crucial state variables in the domain of interest. The coeflicients of the
approximate business model were established by runs on the complete business
model,

The market priors were directly assigned with little trouble. llowever,
because the operating and capital costs were the two most imoortant variables
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in the problem, these priors were assigned according to a more detailed pro-
cedure. First, the operating cost was related to various physicat features of the
design by the engineering department. This relationship was called the oper-
sting-cost function. One of the many input physical variables was the average
lifetime of the material whose priors appear in Figure 3. All but two of the
12 physical input variables were independent. The priors on the whole set of ;
input variables were gathered and used with the operating-cost function in a 3
Monte Carlo simulation that produced a prior for the operating cost of the :
product. ;

The capital-cost function was again devcloped by engineering but was g
much simpler in form. The input certainties were the preduction costs for
various parts of the product. Again, 2 Montc Carlo analysis produced a prior ‘
on capital cost. .

Once we had established priors on all inputs to the approximate business ;
model, we cculd determine the profit lottery for cach alternative, in this case
by using numerical analysis.

The present-value profit lotteries for the two alternatives looked very ;
much like those shown in Figure 1. The new product alternative A sto- ]
chast’zally dominated the alternative 4; of continuing to manufacture the present
product. The result showed two interesting faccts of the problem. First, it
: had been expested that the profit lottery for the new product alternative would
’ be considerably broader than it was for the old product. The image was that of
. a profitable and risky new venture compared with a less profitable but less risky
3 ) standard venwurc. In fact, the results showed that the uncertaintics in profit
were about the same for Loth alternatives, thus shnwing how initial concepts
may be misleading.

) The second interesting facet was that the average lifetime of the material

whose priors appear in Figure 3 was actually of little consequence in the d-~-
1 cision. It was truc enough that profits were critically dependent on this lifetime
3 if the design were fixed, but if the design were left flexible to accommodate to
different average matcerial lifctimes prefits would be little affected. Furtherrmore,
leaving the design flexible was not an expensive alternative; therefore another
initial conception had to be modified.

However, the problem did not yield so easily. Figure 5 shows the present )
) value of profits through cach number of years ¢ for each alternative. Note that .
3 if we ignore rcturns beyond year 7 the new product has a higher present value
but that if we consider returns over the entire 22-year petiod the relationship
reverses, as we have al-<ady noted. When management saw these results, they 3
were considerably disturbed. The division in question had been under heavy :
pressure to show a profit in the near future—alternative As would not mer.t that
requirement. Thus the question of time preference that had been «uickly :
passed off as onc of present valuz at 10 percent per year became the centr il issue
in the decision. The question was whether the division was interested in the
quick kil or the loiig pull. At last report the division was still trying to convince ;
the company to uatend its profit horizan, 3

This problem clearly illustrates the use of decision analysis in clarifying the %
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y
3
issues surrounding a decision. A decision that might have been made on the
basis of a material lifetime was shown to depend more fundamentally on the
question of time preference for profit. The nine man-months of effort devoted
: to this analysis were considered well spent by the company. The review com-
mittee for the decision conunented, ** We have never had such a sealistic analysis
of a new business venture before.”” The company is now interested in insti-
] tuting decision-analysis procedures at scveral organizational levels.
;
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6. CONCLUSION

Decision analysis offers operations research a second chance at top manage-
ment. By forcgoing statistical reproducibility we can begin to analyze the
one-of-a-kind problems that managers havc previously had to handle without
assistance. Expericnee indicates that the higher up the chain of management
we progress the more readily the concepts we have outlined are accepted. A
typical reaction is, *“ I have been doing this all along, but now I see how to reduce
my ideas to numbers.”

Decision analysis is no more than a procedure for applying logic. The
ultimate limitation to its applicability lies not in its ability to cope with problems
but in man's desire to be logical.

ANALYSE DES DECISIONS: THEORIE
APPLIQUEE DES DECISIONS

duced from }
%:;:'r oa:acifoblo copy.

Au cours de ces dernicres années, la théoric de décision a été de plus cn plus
acceptéc en tant que cadre conceptuel pour la prise de décision. Cependant,
cette théorie a surtout affecté les statisticiens plutét que les personnes qui en
ont le plus besoin: les responsables de décisions. Cette étude déciit un proeédé
qui permet de replacer des problémes de décision récls dans la structure de Ia
théoric de ddcision, Le procidé d’analyse de décision englobe chaque étape,
du mesurage des choix de rrsques et des jugements portant sur des facteurs
critiques par I'établissement de structures des facteurs relatifs 4 la technique,
au marché, 3 la rivalité commerciale et 2 I'environnement, jusqu'au mesurage
des préférences subjectives et de Ja valeur de la prédiction. L'analyse de décision
met en perspective les nombreux instruments de simulation, d'analyse nu-
mérigue, et de transformations de probabilités qui deviennent de plus en plus
commodcs depuis le développement des systémes d'ordinateurs électroniques
dont les différentes “stations” dépendent d'une *centrale” unique.

Le procédé est appliqué 3 un probléme de décision réelle qui s’étend sur des
dizaines d’annés et dont 1a valcur actuelle est de plusicurs centaines de millions
de dollars, Cette étude analysc lc probléeme de la détcrmination des dépenses
consacrées 3 I'analyse de décisions. L'unc des plus importantes propriétés
de ce procédeé tient au nombre des bénéfices auxiliaires ¢réés au cours de I'élabor-
ation de ce genre d'étude. L'expérience montre que ccs bénéfices peuvant
excéder en valeur le codit des dépenses consacrées a I'élaboration dc la décision.
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Decision Analysis Practice: Examples and Insights

J. E. Matheson

et i

Introduction

Decision analysis is a discipline that merges the logical foundations

Bt i R oy

of statistical decision theory with the capabilities of modeling and
solving complex problems developed in the fields of systems analysis and

operations research.1’2

Statistical decision theory forms both a logical

structure for describing the uncertaiaties, values, and preferences that

are relevant to a decision and a set of mathematical techniques for

treating problems in which uncertainty is a factor. The fields of systems f

: analysis and operations research provide the methodology for applying
abstract models to complex, real-world situations. Together these

; foundations yield the new discipline of decision analysis. Using the
dezision to bz made as the focal point of the analysis, the analyst

tailors his modeling and information gathering efforts to the specific E

decision., In this paper I will describe the professional practice of

i decision analysis and will present several applications of it that are

familiar to me.

Bounding the Decision Problem

In approaching a problem, the decision analyst's first responsibility

o

: is to define clearly the decision to be made. Since most, if not all,
decision problems are subordinate to some higher-level system, it is

vitally important to bound the decision problem; that is, to establish ]

who has the responsibility for making the decision, to determine what
resources are to be allocated, and to set out which values and preferences

are to be delegated explicitly by the higher-level system and which ones

are to be specified by the decision-maker. For example, if the decision ]

calls for allocating funds for new capital investments, the analyst might
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decide to use interest rates derived from a higher-~level financial

system and to use present worth of profits as the measure of value.
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However, if the decision calls for securing financing, considering the
characteristics of each method of financing might well be within the

bounds of the problem. Many times a problem is “difficult" because of
the way in which the boundaries of the problem have been specified. In

many cases, the analyst can transcend such difficulties by changing the

specification of th: bounds.

Establishing the Extensiveness of the Analysis

The extent of the analysis that should be applied to any decision
problem depends on the value of the resources that are at stake and the
likelihood that the analysis will improve the outcome of the action taken
through the selection of a 'better" decision. In fact, establishing the
economic value of the analysis is a decision analysis in itself_.3 However,
generally the amount of resources being allocated to the analysis is too
small to justify such formal treatment.

In practice, an attempt is usually made to carry out a simplified
analysis of the entire decision problem. Techniques such as sensitivity
analysis and determination of the value of perfect (and sometimes
imperfect) information indicate where the model should be refined and
the kind of new information that should be gathered. In many cases, the
analysis effort goes through three stages. The first‘is the pilot stage,
in which the conceptual structure of the analysis is created and tested,
while many of the detailed features of the problem are suppressed.
During the next stage, the prototype stage, a more de;ailed analysis is

carried out in an attempt to capture all of the relevant features of the
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: problem. This stage is likely to involve the development of large

computer models. The final stage is the production analysis, in which

all aspects of the problem are critically reviewed and a decision is
recommended, The decision may, of course, be a decision to gather more
information and imcorporate it into the analysis before making the final

decision.

T g e ST P TIR T FRITEK

Relationship Between the Analyst and His Client

e e

The decision analyst usually serves a decision-maker or a decision-

making body that I will call the client. The decision analyst is expert %

only in his discipline, while the client holds the resources, and knows

bt e abics

the information, the values, and the preference that form the decision 3

TN TV Y WP AR AT eI e WAL AN Ay

problem. If the analyst is to conduct an unbiased snalysis, he must be
careful to encode only his client's information and avoid biasing his 3
: ' analysis by inserting his own opinions. 3
To allow the analyst to maintain this division, the client must clearly 4
designate who will be responsible for supplying various kinds of infor- )
mation, values, and preferences. In complex problems, much of the infor-
mation is ;ncoded in the structure of the model itself. Building and

verifying the decision analysis model requires an interaction between

the analyst and client that is perhaps the most difficult and

challenging part of the task.

FRPETONTY

Examples

In the rest of this paper, I will present three examples of appli- A
cations for purposes of illustrating the practice of decision analysis. 1

The first is a ‘'typical application" to a new product development decision.

The second is the result of decision analysis research on space program
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planning. The last is a large-scale application to planning for an

electrical power system,

New Product evelopment

A major manufacturing research company had developed two compounds
for a particular market. Compound A was developed and tested to the

point where it was well beyond the research stage and one alterrative

was to develop it into the final product. Another alternative was to

develop compound B, which was still in the research stage, but was
thought to be more potent than compound A. A third alternative was to
abandon the whole effort.

It was thought that the development of the new product would be
lengthy and expensive and that the potential market was very uncertain.
Since this was a new marketing area for the client, he engaﬁed an
outside expert to carry out a market survey for use as one of the
informational inputs to the decision analysis.

The analysis followed quite closely the decision analysis cycle

displayed in Figure 1. The deterministic phase was begun by laying out

the decision tree shown in figure 2. The first decision was whether to

develop compound A or compound B (or both) into a final product. This
development determined the production cost of the compound and the con-
centration of it that would be required in the final product. Aft  “his

determination was complete the choice of whether to market or ab..don

the product could be made. There were still uncertainties about the

size and growth rate of the market and the action of competitors. These

additional facets of the problem were represented in the structural model

shown in Figure 3.
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Many of the variables in the problem were subjected to sensitivity
analysis. The most sensitive variable, international market size, produced

changes of 16 million dollars in the present value of profit. Five

variables were selected as aleatory variables-——variables whose uncertainty

is encoded in terms of probability distributions--for the probabilistic

e e eemae Ol

phase.

In the probabilistic phase, the simplified decision tree (Figure 2)
was developa2d into a detailed decision tree, assigning actual ronditional
probabilities to the aleatory variables represented in the structure of

the tree. At the tips of this tree, expected profits were assigned by

Y TR OS.

a Monte Carlo simulation of the structural model of Figure 3, which
contained the remaining aleatory variables. The decision tree was then
evaluated on an expected value basis, The amount of corrorate resources
to be devoted to this product were small enough so that no significant
risk aversion was desirable.

The result of the probabilistic phase was that the profit lottery
for development of compound B stochastically dominated that of compound
A. However, the profit lottery for the development of compound B, with
the cumulative probability distribution shown in Figure 4, had negative
expected present value, so the best decision was to abandon the effort.

In the informational phase, the expected value of perfect informa-
tion (economic sensitivity) was computed on several important aleatory
variables. The highest economic sensitivity of $1,415,000 was exhibited
by the international market size. The international market size showed
such uiigh economic sensitivity because the new information might reveal
4 ‘ery large international market for the product, making it profitable
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to go ahead with the development uf compound B in light of this new
information. As a result, the client undertook a more extensive analysis

of the international market for his nroduct.

Space Program Flanning

The space program planning application was conducted for the purpose
of developing a methodology that would be useful in approaching technically
complex decision problems; the intent was to carry out research on
Jecisicon analysis itgelf. Although a very detailed analysis of the U.S.
prrogram for the unmanned exploration of Mars was conducted, no attempt
was made to recommend specific decisions tc the U.S. government. Instead,
a large corporation that was quite familiar with the space effort played
the role of the decision-maker during the analysis.

The problem was to determine the sequence of designs of rockets and
pavloads that should be used to pursuve the goal of exploring Mars. It was
considered desirable to place vehicles in orbit around Mars as well as to
explore its atmosphere and to land vehicles on the surface of the planet
to collect scientific data.

For purposes of obtaining sufficient information to encode properly
the complex structure and information required to analyze this problenm,

a decision analyst resided with the client for a period of about one year.
The client and the decision analyst worked as a team in building the models
and submodels for the analysis.

The work was begun with a pilot phase, in which a simplified version
of the decision problem was constructed. During this phase, four possible
designs were postulated; each design represented increasing levels of

sophistication. Figure 5 shows these designs and their potential
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accomplishments. In the prototype analysis there were 12 possible
vehicle designs plus the alternatives of skipping opportunities on
cancelling the program at any decision point.

Because of the behavior of the orbits of the Earth and Mars, an
opportunity to launch a vehicle toward Mars occurs about once every two
years. Consequently, the decision problem was characterized by a sequential
decision process, where each decision can be contingent upon the entire
project history that precedes the decision point. Because of the lead
time required in constructing a given vehicle, it was necessary to make
each vehicle design decision before the outcome of the previous vehicle's
flight was known. A decision tree was constructed to capture the structure
of this sequential decision process.

In order to create a decision tree of manageable size, the concept
of state variablz:s was introduced. The state variables are a set of
variables that are selected during the modeling process and whose value
at any point in time summarizes all of the past history of the project
relevant to future decision-making. Each node in the decision tree is
characterized by a set of values for each of the state variables. The
probabilities, cost, and values of subsequent branches are assigned
conditionally on the basis of these values. Creativity is required in
the selection of state variables., If a good approximation to the total
available information is to be obtained, an appropriate set of state
variables must be judiciously selected. A major objective in this
process is to discover where essentially the same point can be reached
via different paths through the program. When such a point is reached,

two or more branches in the decision tree coalesce at a single node. The

T0
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node is assigned the common value of those state variables that are
reached at this point along either path. This property, called coalescence,
greatly reduces the size of the decision tree characterizing the problem.

The sizes of the uncoalesced and coalesced decision trees for both the

pilot and prototype decision trees are presented in Table 1.

A O SRR T R AR ,'::wﬂ’-c?,'é«m

i The assignment of the probabilities, costs, and value parameters to
the branches of the decision tree was a task that required the incor-~
poration of information from additional submodels. For the pilot analysis,

these models were kept quite simple.

RTETTT

In the prototype analysis, the most complex submodel was the

3 probability model. Essentially, a probability tree was constructed from

Y

setailed diagrams that showed the functional steps in any flight to Mars.

This tree had on the order of one hundred nodes, and the probabilities

assigned to its branches were either obtained directly, from

experimental judgment combined with experimental data, or indirectly from

P R T A AP NN

yet another sublevel of probability models. At each chance node in the

decision tree, the detailed probability model produced the probability

T v ey o

for each possible outcome.

Another unusual model was the value model, that is, the model that

D7

assigned a monetary value to each outcome in the space program. Since i

the client was reluctant to assign values directly in monetary terms,

e

a cardinal scale of benerits was first employed. This scale was

r constructed so that the benefit of a perfect project would be one point.

A total monetary value assignment to a perfect program then determined

the monetary values to be used in the decision tree.
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The benefit scale was determined by constructing a vilue tree. The
value tree is simply a convenient method of breaking the total benefit
of the project into the incremental benefit of each individual outcome.
Figure 6 shows a value tree for the pilot analysis. The value tree was
constructed by dividing the benefit of the entire program (one point)
into major categories, and then into subcategories identified in
increasing detail until no further distinction is desirable. Each tip
of this tree is divided into additional categories. Each additional
category represents an elemental outcome that may be achieved during
the project. For example, in the figure, the number 1.0 beside the
node at the extreme left represents the total benefit of all the objectives
of the program (achieving outcome L1, L2, L3, and L4 of Figure 5). The
upper branch represents all direct scientific benefits of the program
and was assigned 627 of the total value. The succeeding biological
branch was assigned 60% of the scientific benefit, yieldiné 37% as the
total benefit of the project to biological science. The further sub-
division from this node represents the four increments in outcome level
that are represented in Figure 5. Finally, the terminal node benefits
were added for each level of outcome to give the totals shown in Figure 6.
These totals, when multiplied by the total monetary value assigned to
the program, determined the assignment of values to each outcome branch
in the decision tree. A more detailed value tree was constructed for
the prototype analysis.

In the pilot phase, calculations for the decision tree and the
three submodels were made on a time-sharing computer system. The

programming was carried out primarily by the decision analyst during

the formation of the conceptual structure of the problem in the pilot phase.
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The pilot model provided a good means of communicating the
concepts of the analysis and for making rapid sensitivity calculations.
The pilot analysis could be carried out during meetings and presentations
at which the results of changes in the parameters of the model could be
determined almost instantaneously. In many cases, decision-makers would
supply their values assignments for purposes of determining how the
policy would be changed by them.

Because of the large size of the prototype model, the analysis
programs were implemented in a system of programs called SPAN (Space
Program ANalysis). The SPAN system is outlined in Figure 7.

The large size of the decision tree structure made it impractical
to draw the complete tree by hand. Thus, the tree was generated by a
computer program that utilized structural information describing
characteristics of the decisioﬁ tree to generate a symbolic description
of the decision tree. This symbolic description was then compiied into
a computer representation more suitable for computation. The generation
and compilation were carried out in Phase 1.

In Phase 2 the cost, value, and probability model were executed,
and from them, the numerical values of these parameters were generated
and collated with the symbolic representations produced in Phase 1.

Phase 3 was a computer bookkeeping phase that operates on the
decision model structure and the parameter tables for purposa- 3.
changing the information into a more efficient format for tie & :«ly:ls
programs.

Phase 4 executed analysis programs that performed the roll-back
of the decision tree, to determine optimum policies, and the
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determination of the probabilitiea of the various events in the tree.

It was capable of applying discount factors that represented time

o LW A L2

preferences and the exponential utility function that represented risk

preference.

EREEIEE PP

Electrical Power System Planning

|

The goal of this application was to create a basis for deciding

when and whether to install a nuclear generating plant in Mexico. Because

electrical generating plants have very long lifetimes, the desirability

AN A 4SS P B R s g W n g

>f any installation depends on the characteristics of the future system
expansion. Consequently, each specific installation decision must be

made within the framework of a policy for overall power system expansion. ; E

YR e AL

In order to carry out this analysis, a project team, which included 3
“ ur representatives from Mexico and four decision analysts, was brought ]
together for a pericd of about one year. The role of the Mexican
representatives was to provide technclogical expertise, to collectc
necessary data, and to gather judgments regarding the preferences of
the country of Mexico.

The conceptual framework for this problem is presented in Figure 8.

At the left of the figure are the envirommental inputs of the power

system, These divide into four major categories--finance, energy, g
technology, and market. The financial model characterizes the tarms
at which capital is available from both domestic and world financial
institutions and markets, as a function of the profitability, debt,
and equity of the power utility. The energy model describes the price

of all potential fuels--such as oil, natural yas, and uranium-—as well

SIAE A et i D o 2

as the availability of other energy sources--such as water power--over {
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the time period considered in the analysis. Similarly, the technology

model characterizes the availability and prices of various types of

%
ks

N
3
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3
=
3
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tic Bohinay

generation and transmission equipment. Finally, the demand model describes

the characteristics of electrical demand growth over time, ideally as a

nn Lunen S D

S S ples i b

function of the price charged for electrical service.
At the bottom of the figure is the policy stating the conditions

under which the first nuclear plant should be installed. The figure

PRSI RPIPURLIN § %

shows that this policy must be embedded in the general nuclear policy,

SO DT MY PRI WAL NI PRI RN DTY

which in turn is embedded in system's investment, operating, and pricing

,
W et e

policy.
All of the environmental inputs and the policy alternatives feed

into a model of the electrical system of Mexico. Application of the

PRI 1 Xy R P DN

A R A A A e

t o)

model determines the output variables over time. In the lower right
corner of the figure, the outﬁuts that indicate firancial performance :
are shown., The amount of electrical consumption, the price of electricity, ;
and the various costs are all combined to produce the usual book profit.
Since reliability of service is one of the major considerations in

] . electrical system expansion, the outage cost model is used to determine

a1

a monetary deduction from book profit, which yields system profit,
The social value function in the upper right-hand corner of the E

figure was included so that national goals that are outside the normal

prevs

& purview of the electrical system management could be considered. Its

purpose is to assign a monetary valve, called social profit, to social

.

benefits of profit to Mexican industry, employment, public works,

s,

pollution, dependence on foreign supply, and effect on balance cf
payments. The sum of the social profit and the system profit is the

national prcfit.

79

TS RSN A

A Z PR o
oy i AR i " Saizial, k. i e




A
4
A

5
-

L EA
X2

Y

)

¥ we YA T

e - A

S T R T R R AT AT TR Y

The vr:certain time profile of national profit is counverted into a
single value, which might be c lled certain present national profit,
by mz2ans of the time and risk preference model. The best decision
policy is the one that maximizes the setting on this "value meter.'

The develcpment of this conceptual structure into a formal pianning
t- . for system expansion proceeded through the pilot, prototype, and
production stages described e.rlier. It must be pointed out that since
an electrical system is so complex, different features of the planning
model become important for different installation decisions. Thus, it
is crucial that the analyst revalidate the model, through techniques
such as sensitivity analysis, to ensure that it adequately capiures the
essence of 2ach new iInstallation decision.

The analysis was carried out through the development of a system
of cconputer programs that simulate and evaluate the iastallation and
ooeration of the electrical system over many years. The programs
dete-mine the cost of operation, including effects of maintenance, plant
mix, system reliabili.y, and possible energy deficits. Within this large
simulation of the =zlectrical sv.tem, the installatiun policy routines
carried out less detailed simulations and evaluations of the system's
future for the purpose of determining the time that each installation
should be made and the type of installation it should be. The insta.l-
ation policy was refined so that the resulting installations would
maximize the reading on the '"value meter."

The pilot phase demonstrated the ne 1 for ejaborate models that
were capable of capturing the complexities of the electrical system

problem. Thus, during th: prototyp:2 pha ~, a moivrlar system of comyuter
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asrograms was constructed. This modular system facilitated the

implementation of changes that would naturally occur in the transition

%
N
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to the production phase; and so that the appropriate module could be

easily updated as the nature of the electrical system changes in the i

future. The computer model was constructed from a number of independent

submodels that communicate through well-defined variables and tables.

v\ e RN YR TERE

One of the most significant submodels developed was the reliability

LT )

i : submodel. In the ordinary expansion of an electrical system, each new

3 : plant is installed for the purpose of maintaining reliability in the
face of demand growth. If plants did not randomly fail, an electrical

system could operate with a much smaller capacity. Thus a computational

acaTads

e m s empatAg R e T
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procedure was developed to compute the system reliability frcm 3
probabilistic demand information and the failure probabilities of each
plant in the system. The effec; of scheduled plant maintenance on
reliability was included in the computation.

An interesting feature of power system expansion is that the system

o ne bt S

1 is self-he.ling. That is, if a "wrong" plant is installed at any time,

or if the environment changes, the effects can be largely - “pensated

for by the choice of new installations. Because an electrical system

Rk M ta 2y

s 5 AT e

operates with a mix of plants--some best for steady base load and some
best for rapid peaking--the new installations required by the usual
rapid system growth can be selected so that the plant mix will be z

readjusted within a few years.

Gaps in the Theory

Perhaps the widest gaps betwe. - eory and practice are in the areas 3

of values and preferences. Methods of solving even the seemingly simple
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problem of characterizing time preference leave much to be desired.

There is a great deal of controversy over the choice of a discount

rate, and few guides exist for determining when a d.iscount zate adequately
represents time preference characteristics. Suggestions conflict about
when the discount rate is used to represent actual time preference, when
it is used to represent financing terms, and when it is sometimes even
used to represent risk aversion.

Utility theory provides an elegant foundation for describing attitudes
toward risk. However, seldom, if ever, are all the sources cof uncertainty
quantified. In addition, since each decision problem is part of a higher-
level system, it is often not clear just what risk preference can be
rcrmatively deduced from higher-level considerations. In many applications,
sensitivity to risk preference can pe determined through the use of a
family of utility functions, such as the exponential family.

Problems dominated by time or risk preference alone, usually can
be adequately treated in spite of the above mentioned problems.

However,

when time and risk preference must be treated jointly, theoret. :.al

fcundaticns are almost nonexistent. Techniques cnmbining discount rates

and the exponential family of utility functions were developed for use
in the decision trees of the space program planning example.5 A recent

doctoral dissertation considers the joint time-risk preference from

rd

fundamental attitudes toward consumption.o

Some of the most perplexing problems arise, however, in the
analysis of public decision problems. In the electrical system planning
example, the space program §lanr.ng example, and in applications to
regulatory and natural resource decisions currently in progress, the

82

R P e OV T L

.




. A - T rmematem o e ame —.
. - T g e e S . .
F Pol tag z S RETP T L AN SRR T R I

TSR YA, T T S TR R T I
= )
N by

3l

specification of the value function is a difficult task. The economic

literature provides little guidance in the establishment of values for

public decisicns, In fact, many authors begin their developments with

' differen: implicit assumptions about the nature of the values. One

Attt £l et e ¥ s Bval

example is the literature on marginal cost pricing.7 I suspect that

the resolution of these difficulties will come when the needs for

explicit choices of public values are separater from their theoretical %

consequences.

Conclusion

The new discipline of decision analysis has been illustrated in

practice with several examples. In my experience, decision analysis

Y X A VU

S i g ey

has proven to be a vseful approach to complex decision problems. It

provides not only the principles necessary for analysis, but also a

T

means of bringing the important issues of the problem into focus, so

[RLIE LRI Y SRR T TOT PISI WA Pt

that new alternatives can be created, information gathering possibilities
can be evzluated, and the analysis effort itself can be efficiently :

channeled. Applications have shown the need for new theory and '

X

methodology for treatment of values and preferences, especially in

oublic decision problems.
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A CASE HISTORY OF RESEARCH THAT FAILED

by

RALPH 0. SWALM
Syracuse University

Businessmen have iong characterized themselves as takers of risks;
at long last some of them are now beginning to use analytical methods
that explicitly recognize this fact. And more and more schools that
produce tomorrow's business leaders speak, in their new jargon, of

burilding risk rather than certainty models to aid in decision making
processes.

Increasingly, it is apparent that there are Letter ways to recognize
the risks inherent in business than to shorten the payout period, or to
increase the minimum attractive rate of return required to justify an
investment. In our schools, and in practice, we are coming to seek
specific probability statements concerning possible future events, and
to take these into consideration when making decisions. We still have
a lot to learn regarding ways and means of making better probability
assessments, and we need to look much more closely at the criteria we
wish to use once these assessments are made.

One widely used criterion is to assume that @ businessman should
choose that strategy that optimizes the expected value of the outcome.
(Expected value is a statistician's word for a value you almost certainly
don't expect-in simple language, the expected value of a strategy is

its average value if that strategy is repeated in the sauwe situation an
infinitely large number of times.)

It is perhaps intuitively obvious that if a situation is encountered
an infinite number of times, one can do no better than to choose that
strategy that gives the greatest average gain per time~provided one
does not go broke in the mezntime. But the only way one can be assured
of not going broke if there is a finite probability of loss each time is
by having infinite resources! But most interesting decisions are made

only once-and few are so fortunate as to have unlimited resources.
What then?

Well, if the amount risked is small relative to one's rescuarces,
most people would be willing to use the maximum expected value criterion
even on one-~time opportunities. For example-would you not be willing
to toss a coin if you would receive five guilders if a head showed, but
would have to pay one guilder if a tail came up? The "expected value"
of this game is 1/2 x 5+ 1/2 x -1, or two guilders. Even if this game
cost one guilder to play, its net expected value would be one guilder,
and many would use this information in deciding to play.

85

Sk

TR L)

Attt

P

J T )

PRI TRy

IS TR VS A Y

PRI

oz kMRS a2




i3

fiaka alhin 8

TR ST eyt

But before you conclude that maximizing expected value is a pretty
good way to make decisions, consider this proposition. You have two
choices. One is to accept a million tax free guilders and quit. The
other is to toss a coin - if heads show, you get five million tax free
guilders, but if a tail shows you get nothing. Obviously, the expected
vaiue of your second option is 1/2 x 5 million + 1/2 x 0, or 2 1/2 million;
tne first option pays only 1 million. But wouldn't you take the sure one
million anyway? Most others would.

What this simple example shows is that in at least one case, most
people will not optimize on expected value. And it is not difficult to
show that this is true in a large class of cases, particularly in those
in which a probability of a significant loss is present and recognized.

Corporate, as well as of individual, decision makers can also be
shown to be unwilling to select the course of action that optimizes
the expected value of the outcome in many cases. How, then, can we hope
either to predict or to prescribe which of several risky options a
businessman would, or should, select?

The more irteresting question is how businessmen should select
among risky projects, I would argue that, as a minimum, various decision
makers within a company should: (1) 1In an as explicit way as is possible,
discuss desireable risk attitudes, so they can (2) Define a corporate
attitude toward risk, and (3) Agree, individually and collectively, to
take that corporate attitude into consideration in reaching decisions.

This, of course, is not to say that corporate attitudes toward
risk must remain stable over long periods of time nor that any decisions
should be made on a purely mathematical basis.

I have spoken of the way that corporate decision makers should
participate in risk decisions. How do they behave?

The hard evidence on which to base an answer to this question is all
too liwited, but it indicates quite clearly that here, as in so many
other areas, how they do behave is a far cry from how they should behave.

May I share with you some o.” the evidence upon which this s:atement
is based? A short time ago, I had the privilege of studying the risk
attitudes of every decision maker, from foreman to chairman of the Board
of Directors, of a company employing about six hundred people. To do
this, I asked each of them, in individual sessions how he would recommend
that a series of decisions involving risks be made.

The twenty~eight decision makers I queried gave startling diverse
replies. For exuuple, one foreman said that he would be indifferent
between recommending an automation project that promised a 50-50 chance
of earning a net of either $30,000 or nothing or a sure thing investment
that would net $15,000; another, when asked the same question, said "1'd
sure like to recommend the automation project cver a hand method that
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would give a sure $5,000, but 23 a company man I can't." He finally
concluded that he would be indifferent between recommending automation
equipment offering a 50-50 chance of netting either $30,000 or nothing
and a hanu method promising a certain $1,200.

And the upper levels, the President indicated indifference between
a research project that would offer a 50-50 chance of netting either
$200,000 or nothing as compared to a development project promising a
sure $30,000. The board chairman's indifference point for the same
gamble was a sure $100,000.

Directly contrasting the risk attitudes of the four men mentioned
one was indifferent between a 50-50 chance of the company's making either
$30,000 or nothing and a sure $1,200, one a sure $8,000 and two a sure
$15,000. While these four replies include both ends of the spectrum,
others pretty well covered all intermediate possibilities.

A similar range of replies was found in questions in which a possi-
bility of loss was contemplated. For example, one question was "You
feel that you have a 50-50 chaice of getting a certain contract. If
you do, your company wilil net $200,000, If you do not get it, you will
lose X dollars., At what value of X would you beccme indifferent to
either recommending trying or not trying for the contract?'" Respondents
placed X as low as $1,200 and as high as $100,000.

Six men were asked specifically how great the potential gain would
have to be for them to recommend a 50-50 gamble that could lose $20,000

for the company. Their replies were 50, 70, 80, 100, 150 and 200
thousand dollars.

As the research piogressed, it became more and more clear that
guidance was both wantec and needed in spelling out corporate risk
attitudes. For example, in reply to one question, the sale. manager
told me, "That is easy. I know the corporate attitude ¢ that sort of
thing." He then went on t¢ give me quite a different answer from that
which the president had given me just a few hours earlier! One man
found the questions almost impossible to answer, "because this company
would never knowingly invest money if any risk were involved." Another
claimed difficnlty because, "I'm nct convinced that many decisions are
really gambles. If you just put in enough effort you can get the data
so that no decision is really necessary. The facts will speak for
themselves." Another, when asked, "Then you view company as conservative?",
replied, "I do, extremely conservative. And I try to fit the pattern."
Another said, "My God, if we don't take risks once in a while, we =7 -
dead!" And still another offered the comment, "Yeah, I know they'« ike
us to be conservative, but I don't know just how conservative.”

Although they certainly didn't couch it in these terms, one of the
factors frequently brovzht up by the respondents was the lack of information

in single points as opposed to probabilistic predictions. A typical
incident in which this occured was the following:
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The tool designer showed me an order he had been given to make a
mold produce 10,000 pieces per week of a certain piece. Turning to me,
he said, "Do you know what I'm going to do? Instead of making the five
cavity mold that 10,000 pieces a week would require, I'll make a mold
with spaces for five cavities but build only three of them. I have
found through bitter eyperience how optimistic those salesmen are!"

We went on to discuss what he would do if given orders for molds for
two similar items. The first was a par for which there were firm orders
for 10,000 per week. The second was « new design for which the best estimate
was 10,000 per week but which might range anywhere from twice that figure
to nothing. He indicated that, in the first case, he would build a five
cavity mold and be done with it; in the second, he would complete perhaps
three cavities on an eight cavity mold. "Gosh", he said, "1t would be
easy if they just gave figures like that. But now, I just have to guess
what they mean when they say 10,000 pieces a week will be required.”

Now, I ask you-who is better able to establish the probability
distribution of future sales~the sales department or the tool designer?
And when this distribution is established, should the final decision on
how to build the mold rest on the tool designer's risk attitudes or those
of the company management? I know the designer's answer-he wanted help.

Aaade |

The original purpose of my study was not to find out how the various
decision makers did behave-at that time I had ample evidence to predict
with confidence that a wide disparity of risk attitudes would be found-
but to show them this disparity and to suggest that choosing an appropriate
attitude toward risk was a high corporate policy matter that should not
be decided, as it were, on default. I wish I could offer you a happy
ending to this story, describing how management reasoned together and
came to a better agreement as to a consistent, rational risk attitude.

But I can't. After some discussion, the foremen agreed that such a

policy would be most helpful to them and they agreed that the optimal
policy would be considerably less risk—averse than their present attitudes
were. They justified the discrepancy between what they thought their
attitude should be and what it was by noting that they considered their
company tr be overly conservative, and tailored their recommendations
according. . The president stated that he was aware these feelings existed,
but felt that it was truly not a conservative company. ile pointed c»t that
few good proposals had been turned down at top level as evidence of .

fact.

But when your author pointed out the vast differences in risk
attitudes among his staff and pointed out the desire of the lower
management levels for guidesnce in formulating risk attitudes, then
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tried to emphasize the need for a reasonable attempt to at least

discuss the formulation of a corporate risk policy among the members

of his "cabinet", he met with no success. The Pres.dent persisted in

his belief that perhaps diversity was good, and quite properly insisted

on his right to terminate the study then and there without any further
explanation. I fear this resul!t speaks poorly of your author's ability

as a salesman, but I nust, in truth; report failure at this critical point.
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Why, then, do I write this ss.! tale? Because I feel that what I
tried to do needs doing, and perhaps the reader can succeed where the
author failed. Because the need for a corporate policy was articulated
by so many in this corporation that I am utterly convinced that it is

real in this and other corporations, and that this need poses us all a
real challenge to meet it.
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A THEORY OF IDEAL LINEAR WEIGHTS FOR
HETEROGENEOUS COMBAT FORCES*

David R. Howes and Robert M., Thrall

Introduction. In conducting military research, analysts frequently make use

of indices of force effectiveness which attempt to describe the value of the
force to its side in some hypothetical military conflict. Firepownr potentials

are an example of such irdices, Current study of the problem suggests that

indices can perhaps more effectively be based on effectiveness matrices, such

as might emerge from a detailed combat simulation or from other sources.

When sucn tables are given it is possible to construct from them a system

G SR
E SN

of weapon weights each of which is a weighted average of the effects of a given
weapon against each of the ememy's weapons. This paper will describe the con-

struction of such weights,

l. Effectiveness matrices.

In m. itary combat, the only tangible, quanti-
fiable value of a weapon system, as opposed to some other type of system, is

expressed in terms of the damage which it produces. A weapon may act through

its capacity to deny an enemy certain tactical options, however its final ;

quality is lethality., Weapon effectiveness may be considered a function of

casualty-preduction which lies in depriving the enemy of the value of weapons 3

lost. Therefore, it is appropriate to cons.der numbers which measure the

killing power of each weapon against each opposing weapor. An effectiveness

matrix may be regarded as & table whose antries are these killing powers or ¢

relative effectivenesses,

More precisely, consider a combat situation between twu opponents, Blie

and Red. We suppose that Blue has m classes of weapons znd counsider the

Blue force vector

JORPR R B T L B e it

*A working paper RMT-200-W13-28R, Robert M. Thrall and Associates,
March, 1972.
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(1.1) v, =|°

vheré u,p 1is the number of Blue weapons of class 1,...,u,s 1is the number
of Blue weapons of Blue class m, Similarly, suppose that R has n classes

of weapons and that

(1.2) v, =] .

Js the Red force vector,

We wish to find Blue and Red weight vectors

(1.3) W =|° » W=l l
Wus W“J

such that the linear comﬁinatiﬂns
b

(1.4) S(B) = WygUys + vou + Wyglyy = Wil
and
(1.5) S(R) = WypUsp + oo + WiaUpe = WrUq

are good mcasures of the respective over2il strengths of Blue and Red, Then

the fraction
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(1.6) T = S(B)/S(R)

[see Reference 41
can be used as an index, called the THOR Indgi,/of the relative strengths.

A Blue-vs-Red effectiveness matrix Mz 1is a matrix (table) having
m rows and n columns where the element nb;(i,j) measures the effective-
ness (killing power) of a single wespon of Blue class i against Red

weapon class ; ., Similarly a Red-vs-Blue effectiveness matrix

(1.7 Mp = [m,p(3,1)]

has n rows and m columns and, inversely, mg(j,i) measures the effective-

ness of a single Red weapon of class j against B.iue weapon class i . The

.numbers g (i,j) and mg(j,i) may be positive or zero but, by definition,

cannot be negative.
For exampie, suppose that m =n = 2, that both Red and Blue weapon
class one is an infuntry company and that both Red and Blue weapon class two

is an artillery battery. Then the effectiveness matrices

(1.8) M, =

would describe a situation in which (1) in infantry combat Red was more
effective than Blue (.6 vs .5), (2) neither infantry could tarm the enemy
artillery, and (3) the Blue artiilery is superior to the Red srtillery, and
(4) each artillery battery has a positive effectiveness against its counter-
part.,

The effectiveness matrices

5 1] .o .21
(1.8) - Mq = - , My = l
.7 .2_] 6 .1
o
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would describe a change which gave each infantry capability against the

Ty 2 asa, 3. arsoad

opposing artillery. '

The matrices

(1.10) MR = 2 O‘I r6 0“ ;

l.7 .8 Le 5|

would describe a different type of change in which the artillery attritions :

O E e e foo iy Ll

P

are substantially increased.

If we assume that the artiilery units are either concealed or out of

each other's range then we could have effectiveness matrices

. 5 0] .6 0]
(1.11) Mo = | 2 M = i
7 O_l 6 0:

2, Tdcal Finedr weigitls, We tusn next to consideration of suitzble weight

vectors W, and W, . These should be derived in some reasonable way from

the corresponding eifictiveness matrices M;z and Mg

For example, one could simply let W, be the average of the columns of

My . Using }%R and Mg this would give

546 [ 3]
= , and Wi ! H
.7 +.2J .45J .35

.-

(2.1) W

]

similarly from M, and My we would oBtain

.3 ' 4
(2.2) W = W2 =

) .35
This naive approach has the advautage of simplicity, but lacks credibility
since it places equal emphasis on effectiveness against enemy infantry and
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artillery whereas one of these might be considered much more dangerous rhan

3 the other.

The naive approach places equal weight on each column., A more g:neral

procedure is to select as weights non-negative numbers which add to one.

™ ST,

>
S a hbranimek ol sttt A6

Thus in example 2, if we consider enemy artillery to be twice as important

a target as enemy infantry we would choose weights 1/3, 2/3 and get

1 2, -
3¢5 + -3-(.1)] 7

E W = !-
L

Wlrs

1 2
3D +5C]

3
4
3
i
3
3
i
:
1
3
.

A vector with non-negative elements that sum to one is called a

probabilitv vector.

selecting two probability vectors

Then the more general procedure would consist of

PTTTTT SRRL T T

[
’ -
(2.3) Za = : ' s L = .
Zst !. an

T

and then defining the livear weights by

TR

(2.4) W = M2, W = MalZg

“he next step is sclection of Zg and 7 In the naive apprecach we

»r
took
g .
: ]
1, 1 I 1
(2.5) Zy =;I"u =;-' ' y g ‘:;hn = "‘_"'.- .
3 i- °
’ 11 Ll_

Here (and later) we use the symbol E, to represent the column vector
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consisting «f p oues; e.g.

A sa2cond, somewhat more reasonable selection is

(2.6) Z; = MaaEn/'Ya y = Maasz/YP.
where
(2.7 -~ Yo = EgMasE, = :z,"’”“’” v Y2 = EgMa By = f}m(i,j)
then ,
v
. (2.8) W = P‘MME,/VR y W = Mae“.\nsn/Ya .

In Example 2 this gives

-

2.9) Za=l'.c-us Zz:{‘.a‘élls
' PN A
and®
. .47] r.se
(2.10) Wy = M2 = 1.5 , W= 1.5 .
.70} .45
. :

These procedures are only two among many possibilities for choosing the

bt 82

peobability vectors 73 and 2y . The onc which we next introduce and

recommend for gerious consideration yields weights W, and W
%
call ideal linear weights,

L
which we

To motivate them we consider the following argument. Suppose that W

has been determined; this means that relative values {or the Red weapon

systems are known, Then it scems reasonable to select as 2y the unique

Similar reasoning would apply in

selection of 25 if Wy 1is given. This line of argumcat would lead to
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é (2.11) Zg = “13/()"} s ZR =WR /Q’R k
where o =EW , o = ElW i
1 4
then, we get %
3 (2.12) Wo = MgZp = MyaWa/og , Wy = M2 = M, oWy /ay
2
% and substituting each of these equations in the other we get
: (2.13) Wy = MonMhoWo/apon , Wo = MgMigWe/ozy
Now, let . ;s
(2.14) Po = My Ma , P = MoMgo , A= opos ]
4 and we have the eruatioans %
3 Reproduced from ;
best available copy, 3
(_?.15) P;w; = Aw: . P’{w.‘. = )wf‘ .

TR

The iden? weights must satisfy these equations and also be non-negative

vectors (and also non-zero).

Fortunately, thesc equations are well known in linear algedbra. First, they i

requirc that A be an eigenvalue of each of the squarc matrices Py (m by m)

T

and P; (n by n) and that W;,W; be eigenvectors. Since the effectiveness
matrices M., M3 have non-negative elements thoe same is true of their

products Pz, Tq .

™

The classical Perron-Frobenius theory of eigenvalues and eigenvectors
of non-negative matrices applies to our situation and guarantees solutions to
(2.14) with W;, Wy non-negative and A positive. Moreover, it follows
from the general theory of matrices that Pg and Py have the same non-zero
cigenvalues. The pertinent facts from the classical Perron-Frobenius theory
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can be found (with preoofs) in Chapter XII1 of Gantmacher, Vol Il {see Reference ¢
2). This chupter also has a comprehensive bibliography. The original papers
s by Perron and Frobenius appear, respectively, as References 3 and 1 helow. i
5 3. Euamples of ideal weisghts, We return to our four examples to illustrate ‘
: the theory, :
Exanple 1.
- =
[.30 o .30 0
§ (3.1) 7= | , P o= .
E l.s4 .02 37 .02
L J -
:
The eigenvalues for both P! and Pi arc A’l = ,30, 2 = ,02 . Then ‘
-7 34 43” :
k- f
: (3.2) 2} = , 4 = : 1
- .66_| ls7 ! :
are the unique probability eigenvecters correspending to )\i . The corresponding
weights are :
215 m204
3 3.3) wo= ML= . , W o=
. 415 .270
i of = .63, % = 474, ol =2 =.3 .
] The second eigeunvalue ’1 gives
* ), FOI a2 ro -l * ] o-
(3.4) w¥et=, o, wre WY
[1] 12 1.1
[ ! -~ - - -t
We will sce later that this sccond eigenvalue vields less meaningful weights
than the first,
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Example 2, % k
‘ o
: [ r - T
¢ .36 .11 A4 5 i
g: (3,5) Pg = , P? = .10‘ ;; ?
: l.s4 .16 37 08 £
3 The characteristic equaticn for both matrices is %
: - ;;
3 {3.6) X - .52) - .0018 = 0 4
and has as its roots the eigenvalues i
(3.7) Y = .5235 , A2 = -.0035 . ]
} From kf we get the unique probability eigenvectors i
407 [.5457 3
(3.8) 22 = y B=y i
1 .60 {.455 |
N T i
3 i
3 3
i for P? amd P2 respectively . %
: 3
; . [ [-36 i
; (3.9) Wo = | W= :
. .48 .30 ]
E’ g
3 of =.8, o = .66, ofcf = .528 ~ 2 i
3
E Example 3. i
: 3 0 .30 0 ! i
: (3.10) Py = , P2 =1 A I o= .4,
1 9 L4 65 .40 3
g
‘ This cxample differs from Example 1 since this time the second eigenvalue ;
g ) is Jarger than the first. The only probability cigenvectors come from
> kg and are
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] 0 0
, (3.11) g = y 29 = .
3 . 1 1
g These give
3 0 {o
3 (3.12) W = , WP o= » of = .8, & =.5, a5ap = W4 =13 . :
E ) .8 l_.SJ . ‘1
Example 4. 3
d 3
E .30 0} : [.30 0 3
L (3.13) Pg = l s P: = ; . }\‘; = 3 R )‘g =0,
N L.42 QJ J30 0
3 This example resembles Example 1 in that the first eigenvalue is larger than
3
; the second,
E ! From the first eigonvalue we get
E
' 42] 5]
pt L.SSJ L.P.—j
,r.zs'] .257)
wg = i, wg = r , 033 = .6’ 4 .5, O’g”: = ,3 = ): .
tSSJ tZSJ
The second eigenvalue gives
| o] |
; (3.15) ¥ =it = 1
3 {1 ;
[N
: .ro‘] 3
;. ws = W: = ' ’ 0’3 =% =0 ’ 9
!0J ]
- V3
and thus does not provide useful weighting vectors, ?
1 Example 2 illustrates a general class of situations where each Blue {
g weapon system is (at Jeast minimally) effective against each Red one and E
& ‘ F
] vice versa, If a square matrix P has positive (not merely non-ncgative)
L P
: 100 3




elements then it has a unique probgbility eigenvector Z and the corres- -

ponding cigenvalue 1, (called the Perron cigenvaluc) is not only positive

but has the largest absolute value of all the eigenvalues of P . It is then
casy to calculate Z and Ay by the following secquential process. Let
Vo = E. (where P is mbym), let oalVo) = E;Vo =m, let 25 = Vo/o(Vo) ,

and proceeding inductively let V,,, =PZ,, let Z,;, = Visy /aVi,,),

-~

i=1,2,... . Then B e
) {0 § =0

These results still hold even if P has some, but not too many, zero elements.,
Indced, when P; and Py are positive, we can use a limiting process
to define ;he ideal weights Wg, Wy .. (

We can begin with W? any positive vector (e.g., w§ = E,) then in turn

set Zi = w?/a(wf) , wS = vggzg , Zg = Wg/a(wg), and proceeding inductively

(3.17) W o= Mezil , zd = w/o(wy)

v

Ma2d , Zt =wl/o) , 1i=1,2,... .

Then the six sequences
(3.18) We, Zd o, W, 23, o(WR), oW)
converge respectively to

(3.19) WR, ZR’ WB, Ze, oR » %

where Zg, 2 are the unique‘?é;;BHIPbeébility eigenveetors of Py, Py ,
respectively; W;, Wy ‘are the ideal weights for R, B respectively;

WR = QRZQ, wa = ObZB and 11 = 0Oy

is the Perron cigenvalue for both Py and Py .
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This approach provides a computationly comvenient a' arithm for calculating

the ideal weights. When m and n exceed two this approach is clearly

E

L
]
3
3
7
4
b
H
3

1
i

preferable to calculating and solving the characteristic equation for Py

Dttt

or Py . There are other more refined computational algorithms which are in

general more efficient than this one. However, a computer program written for

PR X

this iterative process gave quite satisfactory numerical resuits for moderate

values of m and n, An example involving 40 weapou classes converged in

9 jiterations to an accuracy of .0001{.

W T R TTRTAT e TR

4, Interpretation of reducibility.,

Examples 1, 3, 4 illustrate somc of the possible effects of zeros in

vty nen

Py, P . All of the P's in these examples are what is called reducible . A

non-negative square matrix P is said to be reducible if it has the form

2 e L

ERTERVE PR ¥ PR

k. P1 0

-3 P =

: Py Pg

3 where P, and P, arc square, or more general y, if this form can be obtained

by reordering of the rows followed by the same reordering of the columns.

In our combat context, we encounter reducible matrices when
E as in Examples 1, 3, 4 thcere are two classes of weapons on cach side and the
3 first class of Blue is totally ineffective against the second class of Roed

and vice versa.

3 Let us assume that both Pg and Py are reducible with Pgss Pgay Pryq,

Prp all positive, that Pg,, Py, have the Ferron eigenvalue A, , and that
Py, Pro have the Perron eigenvajue ), . [These assumptions all hold for
Examples 1 and 3.] Then, if we apply our computational algorithm beginning

with vﬁ

E,, the limiting eigenvectors obtained will correspond to the
lJarger eigenvaluc,
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Thus, in Example 1 we would get W}, W and not w%*, w&* . In Example
3 we would, of course, get Wy, Wy and in this case there is no possibility

of positive ideal weights.
Moreover, in Example 1 the_only way to get the starred vectors would be
, - 0 .
to start with W of the form a » 1.e., almost all starting vectors wﬁ
will yield W), Wi . For this reason we choose to limit the term "idgal"'tof'“

Wi, W oo

There is a good interpretation for the diffecrent types of weights found .

"in Examples 1 and 3., In Example 1 the attrition of 1ﬁfantry~is so mich greater

than that of artillery that we visualize one_phasé of the battle ending when -
one side has lost gll of its infantry even'though both sides stilluha§é¥
a;tillery left. However, at that time the staffed weighcs dblbeéome‘rcley;nt
for the ensuing artillery duel.

On the other hand in Example 3 the artillery attrition is more ranid than
that of infantry. Moreéver, when one side runs out of a;tillery the remaiﬁing
infantry forces will ultimately be anhilated by the surviving artillery. Hence
a zero weight for infantry is not inappropriate.

Example 4 is much like Example 1 for even though Pyz = Py, = 0 the largér

eigenvalue kﬁ still gives a viable ideal weight.

5. Calculation of cffectivenessmatrices and an application to lanchester:

Tﬁeb}x. There are sevéfal possible approaches to calculation of the
effectiveness matrices. Only one of these will be discussed in the present
paper,

A sufficiently detailed combat simulation can be expected to produce

loss matrices

(5.1) . Ter = [Len (1,9)] » lgs = [2ga(i,i)]
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there 45: (i,j) is the number of Red weapons of class j lost by action of

Blue weapons of class i , ete. Then we may define effectiveness nurbers by

(5.2) Wn(i’j) = )-en(itj)/um ’ ﬂha(j,i-) = ‘CRa(j:i)/U';R

where U; and Uz are as in Section 1 (formulas {1.1) and (1.2)) .

The wu;3 and wuyg xight refer either to the initial Blue and Red
strengths, or zo ca“téin average strengths during the battle. Tne choice
c¢f an appropriate cverage would relate to questions not consigdered hera;
however, a simple case cf such an average might be {u,p(,-0) + u(R(t=t1)]/2
where t; is an arbitrary time chosen as a unit of measurement. The
interval (0,t) nust, of course, not exceed the battle length and sheuld
be small enough so that combat losses have not yet chauged the character
of the encounter,

This procedure has as its main drawbacks (1) that the vaiidity of the
results obtained depends on the simulation scenario, on the simclztion model,
and on the extent of sampling error, (2) that it fails to ccunsider military
appurtenances ;hich, although affecting the combat action, do not cause
attributable casua. ies to opposing weapon systems, and (3) that it does not
take into account scale factors {i.e., it tacitly assumes c¢hat the lcssas are
strictly proportional to the nu~ber of weapons in a class).

Effectiveness numbers calculated as above might bo interpreted as

estimates of the Lanchester parameters appropriate to z heterogeneous
lanchester linecar system. Dare and James, in Defense Operational Analysis
Establishment Mewarandum M7120 have made an analysis based on this interpre-
tation with results parallel to those given here. Tn Table, Appendix I1 to
Aunex 1, of the TATAWS TIT study, RAARINC Inc. has based a similar analysis

on another such interpretation. :
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: i More specifically, if we have the Lanchester systems
g (503) . Ua = "CQ UR ’ UR = "‘CBUB ;
% then the (i,j) element Cq(i,j) of C; represents the effectiveness of % ;
4 1
R weapon j against B weapon i , i.e., ; '
o
Ce (1,3) = mp {(J,1) % p
: Reasoning similarly for C; we conclude that : 3
b 3
E: 1
(5.4) G =Ms > G = Ma ~
; are reasonable choices for the lanchester coefficient matrices.
E 3
E . Now, differentiating equation (1.4) with respect to time we get i
(5.5) S(B) = WUy = -W3MieUs
= '(mea )TUn
3 = ~(MpMgaWe /05 )T Uy d
] = - -U%WJUR = -5 Wi Ug (since A = maog) . ?
1 )
3 Now substituting frem (1.5) this gives 2
5 E
g (5.6) $(B) = -4 SR).
1 ) :
1 Similarly, differentiating (1.5) yields b
3 . “
M 3
Equations (5.06) and (5.7) are the ones obtained by Dare and James. A %
i
note of caution is appropriate here. The heterogencous systems (5.3), é
3 ) i
f ) (5.%) have questionable validity past the time t* at which any component 3
of U; or Uy becomes zero. However, the summavizing homogencous svstems é
3

(5.6) and (5.7) will in gencral yield solutions S(B}, S(R) which both

71 -

o

.. ) ]
remain positive far beyond t¥ ,
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6. A larger example. An cxample of extended calculation is given below

e pd b e e

based on results obtained in a particular.detailed war game. No clairs are !

S el Ty

warranted concerning the representativencss of these results, which are

3 dependent on the particular scenario, and the random statistical variation F
% inherent in the game model used. Weapons classes for both sides wcre the %
E same, They were (following some aggregation of similar type): E
E 1, Small arms,

E 2. Armored personnel carriers ;
: 3. Tanks ;
] 4, Armed reconaissance vehicles

% 5. Anti-tank weapons

% ‘ .

4

6. Mortars
7. Artillery

Red forces were in the attack, Blue iu the defense,

%‘.
4

7 Red Weapons 7 Blue Weapons
Red Effects _

.0145  ,0012  .0000  .0229  ,0004  .0000 .0000
0510 .0326  .0000  .0638  .0012  .0048  .0000
.1060  .4600  .4540  .4900  .0056  .0515 .0000
(6.1) Mg = .4440  .2220  ,0000  .4440  .0708  .0000 .0000
3 .0000  .1370  ,7400  .2740  .0137  .0000 .GOOO .
3 6.1500  .0000  .0000  .0000  .0630  .0740 .0000 :
21.0000 .2320  .0750  .2970  .1570  .0800 . 196(_)_}

PR W PR e R

Blue Effects

.0334 .0028 .0000 .0290 . 0004 .0000 .00067
.1170 .0940 . 0000 <1111 .0045 .0000  .0000 :
4770  2,5300 12,0900 1.8200 .0730 .0000 .0000
(6.2) My 5 .8200 L4730 . 0000 .5550 .0008 .0C00 .0000
.0000 2,8300 .5000 3,3300 . 1860 .1940 ,0000
12, 0800 . 0000 . 0000 . 0000 . 1580 .1502  ,0000

9.7100 . 1220 . 1000 . 1350 . 1180 .0680  ,2590

1
TP Py oA P PP AT ERE |

o

OT 4L u Vot

TP Y
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; " .0194 .0121  ,0002  ,0146  .0001  ,0001 ,00GO é
§ .1158 .0368  ,0006  ,0%5 0012  ,0010 ,CO0Q0 % :
- 1.2978  1.4398 9517 1.1711  .0%8  ,0088 ,0000 : :
f (6.3) P =] L4049  .4302  .0350 5171  .046  .0136  .(000 ! ;
: .5937  2.0535 1,5534  1.5597  ,0574  .0027 .000O j §
3 1.0993  .1955  .0315  .3881  .0259  .0233 0000 :
] | 3.8610 .8696  .2548  1.4743  ,0801  ,0558  .0508 | é
g [ o135 .0066  ,0003  ,0139 0021 0000 .oood? ;
; : 0558 °  ,0285  .0033  ,0592  ,0880  .0005 0000 i
‘ 1.1656  1.4585 1.0029 2.0245  ,1433  .1198  .0000- ;
! (6.4) Py = | .2824 1397  ,0006  .2956  ,0398  .0023 .oooo; é
: 2.8689  1.087 L3646 1.9550  ,2541  .0537  .0000! ;
; 1.0989  .0361  .1169  .3199 0865  .0111 .0000 :
% ‘ |6.0748  .1679  .1521  .4432 0606  .0315 .0508 §
§ ]
Clearly this is a reducible cas2 with one obvious Perron eigenvalue
3 A, = .0508. Applying seven iteraticns we find that the cther Perron eiger.-
2 value ), has the peositive probdability eigenvectors,
é 00052 P:coosij %
.00198 : .60443 " ;
.30&3:% .54613
; (6.5) Z,a = | .03033 , Zye = .01381%
: .48015 .26728 |
.03087 .10285 |
15134 k:osasoj
where also
(6.6) o = 98947, oy = 1.15741

Moo = 1.14522

Wi = 9el42 Wg = EST

Since
i07
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- 3
‘ )\'1 f- much greater than 2, , the ideal weights obtained from Ay may be ;
; regarded as being more significunt than those obiained from Ay, as given :
in (6.7) and (6.8) below. 3
: o
4 0 3
¢
0 :
i 6.7) 2 =2, = |0
0
1
L
(6.8) Oop = .1960 , oz = 2590 , A, = .0508 ,
¢
E Wor = OpaZzs 5 Was = zplze
3 L3
E‘
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A NEW FORMULATION OF LANCHESTER COMBAT THEORY
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ABSTRACT

Lanchester's differential equations of combat are inherently
deterministic in nature, although considerable effort has been devoted
in recent years to introducing stochastic type trestment into the theory.
Morse and Kimball (1951), for example, discussed probabilistic relations
or transition probabilities for losses, and more recently Ronder (1967)
introduced the idea of "variable attrition coefficients” by pointing out
that the Lanchester attrition coefficients are average values or expected
rates and hence by definition "imply an underlying probability distribution."
Barfoot (19{9) indicates that the Lanchester attrition coefficients should
be estimated from the reciprocal of the mean-time-to-kill or the harmonic
mean., Weiss (1957) apparently was the first to include by modelling the
relative movement or the separation distances between opposing forces as
an important parameter in Lanchester type theory and hence by such a
hypothesis saw the need for realistic changes or variation in the attrition
coefficients. Here, we advance the idea that the time-to-kill or time-to-
neutralize key opposing targets would seem to be the random variable which
should be treated on a probabilistic basis, and hence that the fraction of
remaining combatants on each side should properly be estimated from time-to-
kill probability distributions, or in other words from principles of the
statistical theory of reliability and life-testing. Advantages of such
treatment include the pessibility that the future course of a bettle msy
be predicted from data on casualties in the early steges of an engagement,
and therefore that field commanders will thus have available information
on which to base critical decisions, for example, to withdraw or to augment
fighting forces in order to bring about the more desirable future courses of
combat for a given mission. Also, commanders may even use analyses suggested
herein independently of information on enemy losses to decide whether the
course of combat is proceeding satisfactorily or according to plan by comparing
data on early casualties observed in an engagement with standards which have
been determined from experience or have been specified.

The new formulation is illustrated with a small scale, but informative

example on an engagement between "Chief Battle Tanks" (CBP's) and "R10" type
Tanks.
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I. INTRODUCTION

Lanchester's differential equations of combat are really deterministic

in nature, although some operations research writers on the subject (e. 1.
11, 1951
Morse and Kimball (1, ])discussed probabilistic relations for numerical

decreases in force size or transition probabilities, and more recently ‘shere

have appeared many papers on "variable attrition coefficients'. Bonder
for example, indicates that the attrition coefficients are "average" vaslues or
“"expected rates" and therefore that such a definition "implies a probebility

1. 1969
distribution." Barfoot [, ] has indicated that the attrition co=fficients

should be estimated from harmonic means on time and that they should therefore
be determined from unity divided by the mean~time-to-kill for an individuel on

14, 1957
a sigde. Weiss[ ’ ] apparently first discussed Lanchester theory in the

context of taking into account the movement or separation distances of forces,

while Bonder (2, 1965] has made applications of Lanchester theory invelving
range dependent variable attrition coefficients, the values of which depend
on separation distances between opposing forces, and he obtained solutions

for constant relative closing velocity of forces. Very recently, Taylor
has generalized the range dependent attrition coefficient model to include time
or force separation as independent variables and has established that Bonder's

2, 133 . s - : .
results (2, 1965] are special cases of his modei. In spite of these various

treatments of "stochastic" tvpe combat, we believe nevertheless that there is
room for a new concept or argument concerning problems of randomness and just
how random variebles should be treated in a realistic mathematical itheory of
combat. In sarticular, we believe it is worthwhile to hypothesize that the
logical or correct random variable mey be that of time, i. 2., time-to-kill,
and that remaining forces on each side are dependent on and tied in with time

in a rather complex but random fashion. 1In other words, when 2 Blue force meets
a Red force, or one stumbles upon tne other, then the ensuing tattle involves

changing decisions on the part of cormmanders, the rarndom effects of terrain,
weather conuit.ons, the selected or =

available weepon mixes, timely deploymert
and use of weapons, accidental occurrences relating to reliability and
meinteinability of equipment, resurmly, etc., so that Ii is jernaps:unnecessary
to argue further that many condii*‘_us leading to various degrees of rzndomness
are ever present, that the varisble which should logically be treated on a
vrobabilistic basis should be that of time-to-kill opposing targets, and
therefore that other Lanchester parameters should depend in a probibilistic
manner on elapsed times in battles, in particular when kills or other forms

of attrition occur. As a matter of feet, if in a battle one were to tasbulate
the times from zero at which targets are destroyed or combatant losses occur
on both sides, then he might well develop a itstter understanding cf applied
comnbat theory, especially in as much as gencral Lanchester type theory might
be developed further or is really valid. Put such data are usually hard to
come by. Why not work the time-to-kill concept into the Lanchester type
theory nevertheless tc see where it might lead? This, we now proceed to do

along lines similar to that covered in some detail Tty Shuford[lz’ 1871]
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II. THE NEW FORMULATION
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We begin with the above concept and & simple argument. Let Bo and RO ]

L

!
PP

represent the initial numbers of Blue and Red combatants or targets,
fighting units, ete., which are deemed appropriate as key elements or
targets in an engagement, and let B and R be the numbers remeining on each
side at any general time t after combat has begun. Thus, the fractions
B/Bo and R/Ro each represent quantities which will vary in a random manner

gl i

YT T TR T
B et A A e i g

from unity at the start of a battle down to some fraction (or perhaps to zero),
at which time the engegement ceases, or a side withdraws. Moreover, the ;
fractions B/Bo and R/Ro clearly vary in a random manner with time, i. e. ) y

B = B(t), R = R(t), and indeed they are the fractions of survivors on the two

sides at any time t. Therefnre, it can be argued that these fractions or a

function thereof could be related to various forms of probability distributions

: in time-to-kill. The probability distributions in time must involve meaningful .

3 physical definitions, criteria or descriptions fer time~to-kill, time-te- §

incapacitate, time-to-~-failure of equipment, etc., and the parameters of such

distributions should in some way describte the "fighting power" or capability :

of a side in the times required to kill opposing targets. To win in battle, 3
3

nad Tt ot

one must kill or incapacitate before his opponent disables him. In this

connection, it is well known that the two parameter Weibull distribution

(actually another probability distribution of R. A. Fisher which has taken on
Weitull's name!) can be used to represent a very wide variety of time~to-fail
(or in this case, time-to-kill) probability distributions. Moreover, the

fraction of survivors at given times in life tests of equipment is now rather
widely recognized as the reliability of {the eaquipment, so that in general such
fractions could be equated to reliabilities which depend upon the rarniom time-
to-kill variables in combat. In general, for continusus distributions the 3
reliability or fraction surviving with respect to a mission time, tn’ may be

£ bt Suali ALY
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defined as the integral of ar appropriate probability density function (p.d.f.)
from t. to ». Thus, we would have immediately the following approximations

or relations for remeining iractionsof Blues and Feds st any time t after the
battle started:

§ B/B,

SO e N i P LAY i n ik

exp - Bt” B=Bt); a, 6>0;t>0 (1)

S,

R/R exp - Dt6 R

, o R(t); p, 6 > 05t >0 (2)

where 8 = B8{t, R, B} is an "attrition" coefficient for Blue, i. e., the loss
or failure rate, or scale parameter, and a = a{t, R, B} a shape parameter for E
the time-to-kill probaebiiity distribution, which parameters represent the
capability of Red forces to destroy Blue targets, Blue to protect himself,

etc, In combination we might say that a and 8 represent in perhaps an

obscure way the "total fighting power" of Red against Blue, but including

also various ettrition accidents which occur to Blue in battle. Similer
arguments apply to (2). By the notaticn B = 8{t, R, 3}, for example, we mean
here that B is the perameter (constant) .. a distribution which is statistically

estimable from the probabilistic relation between the remaining Blues and Reds
with time.
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We might well derive (1) and (2), or course, somewhat formally from
the consideration that B/B° = B(t)/Bo is the fraction of Blues remaining

at time t, or it can be referred to as the chance that a Blue combatant,
tank target, or fighting unit, etc., will survive to time t, and hence that
(B_ - B)/B_ is the chance of a Blue combatant being lost by time t. Thus,
we’may hypothesize that (B° - B)/Bo is the cumulative chance of kill for

Blues within the random time t and that furthermore the time derivative of
this quantity can be equated to a probability density function of time-to-
kill. In summary, we say, for example, that

(o]

where the left-hand side is the fractional rate of Losses for Blue and the
righthand side is the two-parameter Weibull p. d. f. for time-to-kill Blue
targets. ‘Integrating (3), we obtain

B=B_ exp - gt (%)

The Weibull p.d.f. has been used because of its inherent generality in
describing accurately various shapes of time-to-kill distrihutions occurring

in combat.
Also, we could argue that since (B° - B)/Bo is the fraction of losses

for Blue, then the conditional failure rate for ﬁiue, given survival to some time
t, may be described somewhat generally in the form

B'(t)/Bo a-1

31;7752— = - alt (5)

vhere the right-hand side depends on the time of battle. That is to say,
the conditional failure rate of Blues may vary with some power of time,

possessing the generality of an increasing, constant or decreasing kill rate.
Hence, we get immediately that

n[B.t)/B ] = - pt"
or as before
[}
B(t)/B_ = e 8t
(o]
Now the fractions of survivors, or the "reliabilities" given by (1) and

(2), as we have indicated, can really encompass a wide range of probability

distributions on time for combat type engagements. In fact, the two-parameter
Weidbull p. d. f. given by
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£(t) = apt®t exp - pt® (6)

is somewhat of a natural choice for it can, by proper selection of the shape
and scale parameters, o and B, vary from the sub-exponential, to the
exponential (in which case a = 1, and the conditional failure or kill rate
is constant and equal to B) to the super-exponential models of time~to-kill.
Indeed, various combinations of a and B even include the normal or Gaussian
p. 4. f., as well as skew, platykurtic or leptokurtic type probability
distributions. We can therefore through the use of the Weibull model or
theory equate the "random" fractions of Blue and Red survivors to any of a
wide variety of realistic probability distributions for remaining lives,
which in some way will depend on the "fighting powers" or combat capabiliy
of the opposing sides. If the probability of survival of Blue forces
consistently exceeds that of Red, then Blue obviously has the advantage *n
an engagement.

¢ B b e s B R L S Jﬁ%

We next consider the problem of estimating the parameters of the time-to-
kill probability distributions.

ITI. PARAMETER ESTIMATION FOR EXPONENTIAL TIME-TO-KILL DISTRIBUTIONS

In case combat losses as a function of time take on a purely exponential
form of decay (i. e. constant conditional failure or kill rate), as may sometimes
occur, then a = § = 1, and (1) and (2) become simply

B/B, = exp - Bt B>0,t>0 (7)

R/Ro

exp - pt p>0,t>0 (8)

In this case, a tabulation of times at which targets are killed on both sides
would give the information needed for widely known, best estinsies of parameters
8 and p (Epstein and Sobel [6, 1952],) mhus, if we have B initial Blues, and
the times-to-kill Blue targets are in the natural ascending order

tlitzio-oit _<_ooo<t

r - Bo

where we may truncate the battle at the time of the rth Blue casualty, or base
estimates of B on the first r Blue casualties, for example, then the maximum
likelihood, minimum variance, best unbiased estimator of the true unknown
mean-time-to-kill, i. e. 8 = 1/B8, is (Epstein and Sobel (e, 1953])

Estimate 1/8 = 8 = [ § . + (B -1r)t )/r (9)
i=1 A o] r

This is simply the total of kill times for their Blues and survival times for
the remaining Bo - r Blues to the rth kill, or the "total time on test", as it is
called, divided by the number of actual kills.
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Alternatively, and from statistical considerations of unbiasedness, we
may equate the observed fraction of kills for Blue up to time t, to the

quantity 1

(B° - Bi)/Bo = i/(Bo +1) i=1,2, cou, B, 110)
or that is

(Bi/Bo) = (Bo -1+ 1)/(Bo +1) (11)

and linearize (7) by taking logarithms to the base e. We get in this case
that

In [(B, + 1)/(B, - i+1)] =8t (12)

fori =1, 2, ..., BO and the increasing observed values of ti. Thus, B

may be estimated by least squares, for example, by using (12). Formulas (12)
in fact may be particularly desirable to Justify the exponential time-to-kill
hypothesis, or may be used routinely for large scale or untruncated battles,

although (9) is the universal estimate of the parameter for an exponential
time-to-kill distribution.

IV. PARAMETER ESTIMATION FOR THE WEIBULL MODEL

Estimates of the scale and shape paremeters for the two-parameter Weibull
models (1) and (2) are available from literature on the statistical theory of
reliability, either for truncsted or complete samples. Because of space
limitations, we cannot cover in any detail the overall problem of estimation
in Weibull theory, as the volume of literature on the general subject is great
indeed. In fact. Weibull estimation and confidence limit theory is almost a
branch of statistics in its own right. Consequently, we refer the reader, for
example, to the paper of Cohen [*» 1965] for maximum likelihood estimation,
and the papers of Mannl9, 10; 1966, 1967] ypich in the example below use the
linear invariant statistiecs. Also, a recent paper, "Statistical Inference from

Censored Weilull Samples" by B. R. Billman, C. E. Antle and L. J. Bain, subtmitted
to TECHNOMETRICS would be of considerable use.

It could te argued that there is an advantage in the routine use of thre
Weibull model for our purposes here, for given any data one may proceed to
estimate the unknown scale and shape parameters by the above references, or
others in the literature, thereby arriving at the appropriate form of the actual
time-to-kill distributions. It may be desirable in most cases to program the

estimation of parameters on a computer, along with other descriptions of the
battle as discussed below.

From (1) and (2), we note that these Weibull forms may easily be linearized
by teking logarithms to the base e twice, obtaining

InInB/B=1n8+alnt (13)
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This linear equation would be particularly useful for estimating the scale 3
and shepe parameters from graphical considerations, for sample sizes beyond the £
tables of Mann (1966, 1967), or routinely for rather large-scale or complete
simulations, ete. In fact, one may have to adapt the methods of estimation

to the particular problem at hand, and also progrem computations for obtaining

both the parameter estimates and confidence limits on the remaining fractions
of survivors for a given mission time.

IO
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V. ADDITIONAL CONSIDERATIONS

For other possible models based on the idea raised here, we could, of :
course, argue that losses on each side must depend not only on the value
of the parameters, a, B, p, &8nd §, or that is on the attrition distributions
which occur as & result of weapon mixes, tactics, terrain, ete., but rather

; that losses must be related directly to opposing numbers of combatants, units,
E etc., as in the Lanchester Square Law. Thus, we might set up models such as

a
5 [(B, - B)/B_] = 2(t)[R/R ] (1h)

-a%[(Ro - R)/R,1 = g(t)[B/B ] (15)

vhere f(t) and g(t) are again time-to-kill probability density functions.
Actually, Taylor [13, 1971] ang others have studied the equivalent of a

somewhat related case, f(t)/g(t) = k, a constant, but rather our argument 3
here is that the remaining fractions of survivors on the two sides are :

5 precisely by definition the reliabilities for time-to-kill probability
f distributions, i. e.

e hk

1 B(t)/B =1 - F(t) = exp - 8t%; F(t) = fz r{x) ax

3

3 Thus, there would seem to be some advantage in the herein suggested 4
3 treatment of Lanchester type combat theory, for we could simulate a field

- exercise or fight a battle on a computer with the mixes of weapons, tacties,
3 ete., we desire, and then stop the simulation at some appropriate number of
1 targets lost on a side, which would lead to sufficiently accurate estimates
of the scale and shape parameters. Once these estimates of the Weibull
parameters are available from time-to-kill data, then the straight-forward
deterministic solutions of (1) and (2) give the predicted characteristics of
the battle at any desired times, or, as indicated below, we may also derive
confidence statements on the remaining fractions of Blues and Reds for any
(mission) time of the battle. Consequently, it is clear that we can draw
upon available statisticsl theory of reliability and life-testing to cave
time in simulations, effectiveness studies, systems evaluations and the 1like,
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since our approach (although not so limited) may be to analyze the first,
relatively few, times to casualties, without the necessity of drawn out
computer similations or very lengthy war games, in order to see from
early stages how well our new equipment, strategies, etc., may actually
vork in & hypothesized combat situation.

To emphasize, therefore, the time variable would seem t- be of some
central importance in an overali, realistic treatment of Lanchester type
combat theory, and the time-to-kill targets, or time-to-neutralize an
opposing force, ete., would appear to be of a critical character in describing
outcomes of engagements. Thus, more emphasis should be placed on tracing a
battle, simulation, war game or the like in the time variable, and in particular
the times at which casualties occur. We therefore have a straight-forward,
natural and economical way to proceed with studies of various mixes of weapons,
hypothesized optimum tactics, or other considerations, and possibly large
amounts of time or costs otherwise might well be saved. We reemphasize that to
determine the variable rates of attrition as a function of time it is important
to estimate the shape characteristics of the time-to-kill distributions for
Blue and Red, and compute values therefrom. Indeed, such distributions for
various engagements might be synthesized to predict combined arms capabilities.

Of course, we have treated the numbers of Blues and Reds here as continuous
varigbles, so that opposing numbers should be rather large generally for such
treatment, although the inherent discreteness could be taken cere of mathematically
if needed. On the other hand, we are sampling hypothesized popoulations or
probability distributions, and many times relatively large nurbers of combatants
will be involved or required anyway in simulations to infer general or precise

battle outcomes for complex situations.

The chance that a Blue survives to time t or beyond is clearly exp - et
and the chance that a Blue is put out of action by time t is therefore 1 - exp - gt2,
The conditional probability that a Blue survives to time t and then is put
out of action during tue next small increment of time At, is given by a8to-
exp - Rt® At/exp - Bt® = apt®-1l At. Similar quentities also hold for the Red
side. With such basiec probabilities, therefore, one can compute for a given
time the chances that various numbers of Blues and Reds are lost (or are
surviving) out of the initial numbers of Blues and Reds by using Binomial
probabilities. Alternatively, the conditional probabilities may be used for a
variety of calculations such as a Blue or Red winning & duel in a short period
of time, or other probabilities of interest could be computed.

3

For illustrative purposes, we now give an example on application of the above
methodology. Although the engagement discussed in the example is rather small
scale and involves only tanks, it should nevertheless indicate how the methodology
might apply to large-scale games or even to heterogeneous wegpon mix studies as
indicated alternatively in Section VII. We do not delve into criteria for
victory or defeat, probability of winning or losing, and the like, for such
outcomes may well depend on unidentifiable or intangible factors. On the other
hand, we do indicate a method for estimating and placing confidence limits on
remaining fighting forces, which may well affect the outcome of battle.
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VI. EXAMPLE

In a study of the effectiveness of anti-tank missiles as the main
armament of tanks, it was decided to simulate a "typical" engagement
in Western Europe for a certain version of the CBT (Chief Battle Tank)
versus the R 10. One of the main purposes of the simulation was to
determine whether missiles could successfully engage opposing tanks
at longer ranges than guns and hence obtain an early advantage in
killing enemy tanks, thereby neutralizing the enemy tank force and
obtaining a given objective on schedule. In particular, a mission
time of about 90 minutes was suggested for accomplishment of the
objective. In a valley, twenty R 10's were in position near the bottom
of an inclining ground area leading up to a town of key importanne ir
thé hills of the general battle zone. The R 10's were initially
defiladed in position and hence not easily in view of the friendly
task force of 20 CBT's approaching them. At about 2500 meters,
howsver, the R 10's opened fire on the approaching CT3's, but the
latter were out of range for very accurate fire from the R 10's. As
a result, and as the battle proceeded, the first tank knocked out was
& R 1C by the approaching CBT's at four minutes after the engagemeant
had started. In eight minutes, one CBT had come within range of
the R 10's and was killed. In summary, five R 10's were knocked out
at 4, 9, 15, 23, and 40 minutes elapsed time from the beginning of the
engagement. On the other hand, three CBT's were killed at 8, 13 and 2k
minutes and later at 60 minutes another CBT was finally knocked out.
Between the period 40-60 minutes, it was thought thit some other R10's
had been put out of action, but & heavy fog had set in, making such
determination uncertain, and the battle was stopped just before night.
With these data on times-to-~kill tergets on each side, and assuming no
major changes in the commanders' tactics, resupply, ete., what could be
said about the progress and outcome of such a battle in general had it

continued, assuming the ahove represents valid sampling for a population
of such engagements?

We assume that the time-to-kill distributions for tank targets on
each side follow two-parameter Weibull probability distributions because
of the wide variety of possible shapes for fitting such dats and we
proceed to estimate the parameters, so that an sppropriate fit can be
obtained which would describe the probable remainder of such an
engagement. For quickness and convenience, we will use the tables of
Mann[9, 1966] {0 estimate a, 8, 6 and ¢, although other methods of
estimation could be used, for example the maximum likelihood estimates
of Cohen{“s 1965], or that of Billman, Antle and Bain referred to above.
In order to use the estimates of Mann{?:» 1966  p. L47], i. e. the linear

invariant statisties, it is convenient to tabulate the computations as
follows:
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3 CBT Data (B = 20) R 10 Date (R_ = 20) |
:
3 Mann's Coeffic- Mann's Coeffic-
q Times-to-kill ients or Weights Times-to~kill ients or Weights
; ti in ti Ai Ci ti In ti Ai Ci
3 8 20079 -.h08 -.2“& 10386 -.273 "0193
13 2.565 -.386 -.239 9 2.198 -.259 -.191
3 2h 3.178 -.346 -.223 15 2.708 -.23h =161
[‘ 60 4, 09k 2.1b1  .706 23 3.136 -.200 -.166 ;
Lo L.689 1.965 .732 3
£ z Ai In t, = 5.827 = LA Int, = 5.040 = u ;
[ £C, Int, = 1.061 = 1/a £C; Int, =1.002 = 1/8 :
: i i i ;
: Thus, & = 1/1.061 = .93 Thus, 6 = 1/1.002 = .998 :
3 .. and .. and 3
8= e ™ = 1/24 = .00b1 o= e % = 1/154 = 0065 3
1 From the above, we note that since the estimates of shape parameters a and § ;
are each practically one, then exponential time-to-kill distributions may be used ]
to describe the battle, i. e., the losses on each side. In fact, the estimated
3 true mean-time-to-kill a CBT for the population would be 244 minutes, whereas
4 the mean-time-to-kill & R 10 is estimated to be only 154 minutes. Put another 3
3 way, end since the exponential failure distribution involves a constant -
3 conditional failure rate at any time t, then the failure or kill rate for CBT's 3
1 is predicted az .00U1 per minute, snd that tor R10's is .0065 per minute. ;
Since the single parameter negative exponential distribution seems to be 3
3 e suitable hypothesis from the above estimates of :hape parameters {=1) for the ?
3 gnall numbers of kills, we could well estimate the scale parameters, 8 and o,
i. e. the conditional failure rates from formula (9). We have in fact
r
iﬁl by + (Bo - r)tr 1
3 Est 1/ = = (r = numbor kills)
- 105+ 16)(60) - 265 (vs. 2Ub) %
]
' Est 1/p = 22 ;ljl“@ =138  (vs. 15h)
so that the agreement is surprisingly good in this case. ;
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| An interesting and important feature of the methodology suggested
i herein is that we may easily place confidence limits on the fractions

3 ' of survivors for each side. For example, for the assumption of an

‘ : exponential distribution, it is known (Epstein and Sobel [6, 1953]) that

2ré/e = x2(2r) (16)

PR

where 6 = 1/8 or 1/p, & = 1/8 or 1/p, and_x?(2r) = Chi-Square with 2r :
degrees of freedom. That is to say, 2r8/8, and 2rp/p, are each distributed 3
in probability as the well-known,Chi-Square and hence since, the true unknown
% fraction of Blue survivors is e-Bt, and that for Red is e'pE we mey decermine

confidenc limits for the true fractions of survivors as follows. We start
3 with

-
fli g

Prix2(2r) < x%(2r) = 2r 6/6 < x2__ (2r)]=1-2a (17)

AN YT

where xg is the lower o probability level and X%-a the upper o probability

level of the Chi-Square distribution for 2r degrees of freedom. Hence, for a
"mission" time tm we can convert the above probability statement to

o s a .
Pr[tm xg (2r)/or @ itm/e <t X3, (2r)/2re] (18)

-t /8
Pr(exp - {t xi_a (2r)/2rB} <e ™ < exp - {t xé (or)/2rd}] (19)

l -~ 2a

But
exp - Btm = B/Bo and exp - pt = R/R0
for any mission time t and thus we have lower and upper confidence limits on

the fractions of Blue "and Red survivors. Thus, had the tank battle gone to

1 1/2 hours (90 minutes), we could state for the assumption of an exponential
distribution that

l~a

]

Pr[B/Bo > exp - {tm g Xi-a (2r)/2r})

or

PriB/B, > exp - ((90)(1/266) x2g5 (8)/8) = .52] = .95 |

or in other words we state with 95% confidence that at least 52% (10.4) of :
the CBT's would survive after 90 minutes of such a battle. Cn the other 3
: he:., we could only say that at least 30.4% (€.1) of the R10's would survive ;
; a1 90 minutes, again with 95% confiderce.
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With two-sided confidence limits based on x2gys5 (8) = 2.18, x2g75 (8) = 17.53
x2025 (10) = 3.25 and x2q75 (10) = 20.48, we could state with 95% confidence

that at 90 minutes the fraction of surviving CBT's will be between .48 and
.91, vherr s for the same confidence level the fraction of surviving R 10's
will lie <cween .26 and .81. Of course, the widths of the confidence
intervals depend markedly on the number of kills, the conditional failure
rate, the mission time and the confildence level, and in this illustration
we are dealing with rather sparse data from a rather limited engagement to
infer very precise statements about the general population.

For the mission time of 90 minutes, the estimated fractions for point
estimates of surviving CBT's and R 10's would be respectively exp - (90/266) =
and exp - (90)/138 = .52, Should more precise information be desired, then
the simulation could be carried further, repeated, or the problem enlarged
in consonance with the importance of the decision to be made.

We remark that similar confidence limits could 'e estimated for the
Weibull distributions (i. e. when a #1 and 6 # 1) in (1) and (2). Sece,
for example, Johns and Lieberman [7s 1966],

VII. PROBABILITY ANALYSIS FOR MIXED WEAPONS OR COMBINED ARMS STUDIES

Although the above theory may be useful in combined arms studies, i. e.
the times-to-kill may be analyzed as date from a single population (at least
to some extent) no matter what weapon fires at what target, it may be desirable
or in some cases necessary, to teke inve account the particular weapon types
used against particular targets, especially in so far as capability of weepons
is concerned. In other words, we have at hand a technique which can be
employed to compare the overall kill potential of one class of weapons versus
that of another ¢gainst common targets, etec. Also, it could be very informative
to keep types and classes of weapons separate in a simulation or war game,
at least up to some stage of battle, and then determine whether the various
kill distributions might be combired into a composite or single distritution
which would desceribe the overall combined arms effects.

For analyses of this type, we let BiJ and aiJ represent respectively

the scale and shape parameters which identify the capability of Red's jth
weapon tyre to destroy Blue's ith target in a time-to-kill distribution.
Likewise, we let piJ and 313 represent the scale and shape parameters which

describe the capability of Blue's ith weapon type to destroy Red's jth
target in a combat situation. With these definitions, it is clear that we
could proceed as follows for a probability analysis.

Since

°ij
exp - Bth ‘

is equal to the chance that the ith Blue target survives the jth Red
weapon within time t, then clearly
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With two-sided confidence limits based on x2g,5 (8) = 2.18, x2g75 (8) = 17.53

x2025 (10) = 3.25 and x%975 (10) = 20,48, we could state with 95% confidence

that at 90 minutes the fraction of surviving CBT's will be between .48 and
.91, vhereas for the same confidence level the fraction of surviving R 10's
will lie bt Sween .26 and .81. Of course, the widths of the confidence
intervals depend markedly on the number of kills, the conditional failure
rate, the mission time and the confidence level, and in this illustration
we are dealing with rather sparse date from a rather limited engagement to
infer very precise statements about the general population.

For the mission time of 90 minutes, the estimated fractions for poin%
estimates of surviving CBT's and R 10's would be respectively exp - (90/266) =
and exp - (90)/138 = .52. Should more precise information be desired, then
the simulation could be carried further, repeated, or the problem enlarged
in ccnsonance with the importance of the decision to be made.

We remark that similar confidence limits could be estimated for the
Weibull distributions (i. e. when o # 1 and § # 1) in (1) and (2). See,
for example, Johns and Lieberman [7s 19667,

VII. PROBABILITY ANALYSIS FOR MIXED WEAPONS OR COMBINED ARMS STUDIES

Although the above theory may be useful in comtined arms studies, i. e.
the times-to-kill may be analyzed as data from a single population (at least
to some extent) no metter what weapon fires at what target, it may be desirable
or in some cases necessary. to take into account the particular weapon types
used against particular targets, especially in so far as capability of weapons
is concerned. In other words, we have at hand a technique which can be
employed to compare the overall kill potential of one class of weapons versus

that of another against common tarzets, etc. Also, it could be very informative

to keep types and classes of weapons separate .n a simulation or war game,
at least up to some stage of battle, and then determine whether the various
kill distributions might be combined into a composite or single distribution
which would describe the overell combined arms effects.

For analyses of this type, we let BiJ and a, ij represent respectively

the scale and shape parameters which identify the capability of Red's jth
weapon type to destroy Blue's ith target in a time-to-kill distribution.
Likewise, we let piJ and Gij represent the scale and shape parameters which

describe the capability of Blue's ith weapon type to destroy Red's jth
target in a combat situation. With these definitions, it is clear that we
could proceed as follows for a probability analysis.

Since

a

exp - Bijt i

is equal to the chance that the ith Blue target survives the jth Red
weapon within time t, then clearly
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i T oexp- Byt Y=exp- I Byt (20) e
1 J=1 J=1

is the chance that the ith Blue target survives all of the n Red weapons
which can possibly destroy it.

bk et}

Similarly, the chance that the jth Red target will survive all of the m
Blue weapons which could engage it by time t is

g
ji
%
:
E

ek e o P bk R b K

m Gij m Gij
3 b exp - p,,t =ep- I p,,t (21)
1=1 i 1=1

By subtracting in turn the quantities (20) and (21) from unity we get
respectively the chance that the ith Blue target is put out of action by :
at least one of Red's weapons and the ch 2e that the jth Red target is !
put out of action by at least one of Blu¢ s weapons which has such
capability. Straightforward envmeration leads to probabilities that various
combinations (or all) of Blue's or Red's targets would be put out of action
(or would survive) by some given time in a battle.
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VIII. FINAL REFLECTIONS :

As mentioned earlier, it is difficult under ordinary circumstances to
obtain times at which casualties occur in actuel battles, and especially
such data for the opposing side. Nevertheless, in realistic simuwlations
E of battles or computer games, etc., one can indeed acquire the rneeded data
and hence have at hand information to judge the probable future outcomes of
E engagements using the methodology suggested herein. Also, data obtained in
c a natural manner on the friendly side, with no such information at all on
enemy casualties may be of considerable importance. For example, the field
3 Army carries as part of its equipment nowadavs some computers, sc that if
1 Blue were in a battle and had been allocated a certain time, say three hours,
; 0 accomplish an objective, then computations could be made in the field, and
3 during the battle, to estimate from the Rlue casuilties occurring, say,

3 during the first 30, 45 or 60 minutes cf bvattle, just what the shape of the
appropriate Weibull p. d. f. might be, and hence vredict the remaining blue
survivors at the mission time of three hours.(We remark ir this connection
that truncating a simulation or battle at some predetermined fixed time as
compared to that of a fixed number of casualties would leud to somewhat
different methods of estimation.) If this estimated fraction of survivors
is expected or is satisfactory, then Blue proceeds, but otherwise higher
headquarters would be so advised and hence have important information on

ok}
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wvhich to base any decision to withdraw, throw additional units into the
3 battle, etec. Furthermore, standard values of the Weibull parameters, 8 L
3 and o, might be developed from experience, and hence computed-easualties—
3 - as~a function of time might be compsered with observed rates in a simulation
3 or actual battle to determine whether requirements are satisfactorily met,
or various alternative actions should be taken accordingly by commandars.

3 Finally, other forms of probability distributions could, of co - rse, be
1 fitted to observed time-to-kill data on targets in a battle or simulation,
although it is believed that the two-parameter Weibull model suggested here

3 would represent a single form of distribution which should be sufficient for
] many battle situations of interest.
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A NOTE ON THE THOK TNDEX OF COMBAT EFFECTIVENESS

4
J. R. Thompson and R. M, Thrall g Q
. ) ; 7
.;‘ :::
3 1
3 Let there be given ¢wo sides in a combet - the Blue and the Red - with E E
force strengths u = (uy,up,...,u,) and v = (v;,vz,...,V,). Consider as b g
possible measures of their respective strengths at time t the linear k §
: functions ; %
5 B :
B(u(t),v(t)) = £ ayuy(t), and 1 f
=1 i i
(M i ;
: n :
~ R(u(t),v(t)) = £ byv,(t)
3 1=) 1 i
: H ;
[ i i
3 where the coefficients a; and by are non-negative quantities which may be 2
4 . i
a2 i
3 functions of t. Suitable selection of these coef{ficients is an important H
}
1 proulem to which some atteutiorn is given below. i
4 e
; The 7+HOR index at time t 1is defined as .
: B(u(t).v(t)) o
a . u(t;.v(t) % i
T(u(t),vi{t)) = —— = . !
3 2) @) ¥{)) = Ry wie))
; i
‘ ]
3 and provides a measure of the effectiveness of the Blue side relative to . ;
E
1 that of the Red side. ;
In the important case m = n =1 (called the lumped case) we propose as ;
onc ,ossibility the definitions: 3
5 i
] 3
_: _i/év fau
1 a = at/dt 3
i (3) < o
oo du /dv 1
[P =Vae/a
1
2 ® i
siving
iving (@) %3
!y :
Tu(t),v(t = Wi u
(%) (u(t),v(t)) a) v .
3 aty 3
Preceding page blank 125
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all quantities are to be evaluated at time t, Here a geometric interpreta- :
tion for T 1is obtained by writing the equations of lines passing through {
u(t) and v(t) with slopes %% and g% respectively: 3
(u*(7) = u(t) + du (t - t) 3
dt E
3 5
3 (5) 1
3 *(q1) = L :
Lv¥(r) = v(r) + (-, ;
4
; . 1
3 Let t, and t, be the timc values giving u*(t,) = 0 and v*(t,) = 0, %
¢ respectively, Then E
3 3
i: (tu - t) ;
: (6) T(u(t),v(t)) = .- -
F l.et us consider how (4) applies to a simple hypothetical example,

Suppose that 5 Blue regiments engage 4 Red regiments in zcombat, At the end

of the fifth dav, Blue intelligence learns that 2 Ked regiments remain.

]
i
3
2
A

At

the same time, the strength of the Blue fcrce is 4 giments. We wish to %
assess the THOR index.

Anaslysis # 1, If we assume no governing combat law, we estimate the deriva- ’
analysis * 2

tive directly from the data, obtaining
o))

T(u(5),v(5)) = z
(5) | |

If we assume a Lanchester Law of the form

U'tp—'lt.n[ N
(TR
i
&~

Analvsis # 2,

(8)

where 0<q<1 and 0<p <1, then
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2-q ¢y v3P ui—a ¢, v2<F )
(9) > =12 5o ~- '22":—}
2-q czg2-p |\ qQ cg P
and
_Cud
(10) T(u(t),v(t)) =2 e
2V
Now, Blue wins if and only if
' 2 - p\ 2wt 5

oy equivalently:

(12) T(a(e),v(e)) > 559

c
Below we show Table I demonstrating 23 and T wvalues for various values of
1

p and q using the data from the hypothetical combat example.

TABLE I
=g=0 p=q=1 p=1, g=0
C2 1 4
<, 13 2 9
1 5
T 53 4 32

It is interesting to note that the T values for each of the medel assump-
tions agree closely with each other and with the earlier value in which no
model assumptions were made.

The generalization of (3) to the multiforce case presents some problems

since an ineffective subforce with good protection would receive a higher

- coefficient than a subforce which fights effectively but sustains casualties.

We have not yet completed our study of tle coefficients for the multi-
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component case, but will present two further possibilities.

One is to employ a Delphi procedure (i.e., to use the pooled judgement
of military experts), and the other is an. analytic determination of t'e

3 effect at time t on each component of one side of a change in each initisal

component for the other side.

In both cases we let

i a,t(t) = measure of a change in v,(t) induced by a change

4 in uy(0) ]
3 (13) , :
3 b“(t) = measure of a change in u,(t) induced by a change ;

in Vl(O) .

+ Then, we would define

Lk bbb roe a.

TICTTITTTT T

YT

ja,(t) = Ly wy,(t)a (L)
(14)

Bl 0w 2

1 [_b‘(t) =z, z‘J(t)b£3(t)

where the w,;; and 2z,, are weights to be assigned. The simplest case

would be nwy, =mwyy=1 for all i and j . A more attractive possibility :

is

AT TN
e

WJ1 = Wl = ZL bi.{‘/xx&bk&
(15)

3 =2{, aJL/zk{,ak‘/ . !

In the Delphi case we could let

e i s kT

aj = (a,'i + ay,)/2

vhere aj,, ay, are respectively, the averages of the experts' answers to

the two questions (1) "What would be the expected incremental destruction by i
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the end of the battle to Red subforce i 1f Blue subforce j is increased

by one unit" and (2)"What would be the likely decrease in destruction by ;
the end of the battle to Red subforce 1 1f Blue subforce j is decreased

by one unit'" , Here the phrase "end of the battle" means the earlier of the

times at which the two battles under consideration end. The definition of 3

the b,; 1is strictly analogous. The values of a;; and by, thus obtained

S N

are not functions of time, but they do depend on the "initial" force vectors

u(0),v(0) and hence would need to be determined for a broad spectrum of i

T

"initial" forces.

In the second (analytic) approach we wish to define a partial derivative

of v, with respect to u;(0). If we assume that each component of u and b

G GRS it

v depends on time and the starting force vectors u(0),v(0) we may write

u(t) = h(u(0),v(0),t)

(16)

Let €} denote the p-th basis vector in gq-space. Then we define

by 2 V) k() ¥ 183,9(0),0) - k(u(0),v(0),6)
jaM T B (0 T ¢ T |
a7 i 3 ) h(u(0),v(0) €i»t) (u(0),v(0),t)
_Qu.(t) . u(0),v(0) + T€},t) - h(u(0),v(0),t
Lbi.’(t) = BV‘(O) = }::‘3 T

These functions a,,, by, have the common property that they all vanish

for t = 0 (since no change in one initial force vector can have any effect

on any component of the opponent's initial force vector). This implies that
T(0) is formally indeterminate, However, %ig T(t) may very well exist and
be calculable,especially if u and v are defined via differential equations

(e.g., a heterogeneous lLanchester model).
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We postpone consideration of the general case and fllustrate (17) for

the situation described by equations (8) above. We get

- - c . (3-q)
(u:c(v)e[ugq-’-g_:%..}.(va'l* .vozp)]/

(18) )

t_v = p(u) = [Vg-p + 2—:2 . .c-z.. (t;z"q - uz'ﬁ)]

2-q ¢

Now, from (8) we get

’ dv
V== - o(v)vP
(19)
o du
Il R O p(u)u?
. Separating variables and integrating we éet
v
dv*
(20) { WG—V;'*' cpt = 0,
[ ]

~

1/ (2-p)

If we differentiate (20) with respect to uy (using Leibnitz' rule for

differentiating a definite integral) we obtain (cf (17))

av .
dYo " uy™? dv”
(21) Poov) T4 VEoHET =0,
Yo
and hence
v 1-q | dv*
22) a(t) = 5—=vlo(wuw™ [ &V ____
( ) = 3 v '£ v g(v¥)eTe T
Now
a(t) _ f-ay _9(0) _ _ ¥(0)
(23) 3_1.31 P (VS G(Vo)ug )vs US'Q = U
Similarly
) v -y % du*
(24) . b(t) = 3ug up(u)vy? é ;%a;zﬁrjrfs
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and
b(t) u(0)

2 | up b - 2.
Now

_a(t)u(t) _ (a(r)/t)u(t)
(26) T = Fow (D) © () 7e)v(e)
so that

7(0) €2 Up °

(27) 1% = lim T(t) = rt = .

ot 8(0) " ¢, Vo

This index T* has the disadvantage that when p=q=1 it is independent
of the initial force structure,

We may prefer, by analogy with (3) to redefine a(t),b(t) as the sguare

. . v u ] .
roots of the partial derivatives %; , %; . This leads to the new index
o Vo
e I'\}(S) "O \ % u- [’c—"'?!—q
28 T = — . = =3 “-?—1-_-:-.-
( ) Ug U( ) Vo v c1V° ?

which is the square root of the index given in (10). Using this new index

T** the bottom row of Table I would read lgg

y 2, [%2. or approximatelsy
2,3, 2, 1.9.

Another problem to which we hope to address ourselves is a consideration

of cases in which it is not assumed that the battle proceeds until annihilation

of one of the sides is achieved, A more reasonable analysis might be based
on the following formulation,

Let z(t) = (uy(t),...,up{t), vy(t),...,v (t),t). Then LA P
partitioned into the four regions:
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B {z(t){ Blue (but not Red) abandons the combat)

Cp [z(t)l Red (but not Blue) abandons the combat)

CBR = [z(t)‘ Both Red and Blue abandon the combat]}

¢ = (z(t)| combat continues} . ;

This would suggest as a combat index : :

D = Prob(z will cross from C to CR )

+ % Prob(z will cross from € to Cag)

An alternative index is suggested by the combat example given earlier in %
, this note. Suppose that in that example, Blue is willing to fight only until 3

its force has been reduced to three regiments, but Red is willing to fight

Lkl i Dxiae L

until its force has been annihilated. Then

(ty = t) =

]
|

(t, - t)

S ; . u .
Using the numerical estimates for the values of %? and -— obtained

1 (without model assumptions), we have

PRI Y

PPITS

Usint T' as an index, we would say that Blue and Red are ncw on a parity

had

as to who will hold the field at the end of the engagement. Thus, in a é

sense, willingness to accept high casualties may increase a side's combat
effcctiveness.
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DECISION RISK ANALYSIS FOR RESEARCH AND DEVELOPMENT

Dr. John D. Hwang and Dr. C. Richard Shumway#*
U.S. Army Air Mobility R&D Laboratory
Ames Research Center, Moffett Field, California

SUMMARY

This paper examines decision risk analysis for the management of
technology-oriented research and development. Two stages are proposed:
(1) A local decision risk analysis to insure research objectives are
accomplished; and, (2) A giobal analysis to allocate limited resources
optimally. An operational definition of risk for military R&D is derived
in terms of the classical statistical risk definition. This definition
follows a natural hierarchy from research projects to project outcomes,
contributions to technologies, and military utility. Data are collected
from both scientists/engineers and managers without compromising their
subjective evaluations. More significantly, this paper points out the
very natural tie between risk analysis and R&D resource allocation.

I. INTRODUCTION

In July 1971, the Department of Defense Directive (DODD) 5000.1,
entitled "Acquisition of Major Defense Systems', was officially released.
Subsequently, several key defense officials describedthe roles and imple-
mentation plans to such a directive (Defense Management Journal, 1971).
For a research and development laboratory which is primarily involved in
basic research, exploratory development, and portions of advanced development
through the demonstration of technology, the objective is to establish a
strong and usable technology base aud to transform ideas and technology
into defengse systems which fulfill defense needs. Major guidelines in
DODD 5000.1 which are directly relevant to an R&D laboratory include the
following:

a. Establishment of a strong technology base.

b. Needs and requirements matched with technology.
¢. Trade-~offs made on cost, time, and capability.
d. Optimal resource allocation ensured.

e. Risk assessment carried out.

R&D management is, of course, constantly hampered by many constraints,
imposed primarily by the limited available resources. On the one hand,

*Assistant Professor of Economics, North Carolina State “‘niversity at
Raleigh.
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the R&D community is directed to establish a strong technology base. ©on
the other, the R&D efforts are restricted by limited available resources,
] Consequently, R&D management is faced with two major problems: (1) For
- each research project, will the research objectives be accomplished by
the project layout?; and, (2) How are limited resources to be allocated
among all R&D efforts? 1In view of the great emphasis on the subject
‘ "decision risk analysis” throughout the Department of Defense since 1969,
3 this paper has the objective to show that decision risk analysis assists
1 the decision-makers in R&D management in handling the above problems.
After some preliminary remarks on decision risk aralysis, we exhibit a
methodology of decision risk analysis which attempts to answer the ¢irst
question. In Chapter III, risk analysis is properlv interfaced with the 3
resource allocation problem which addresses the second problem. We conclude ;

this paper with some suggested areas of research.

T

C i e

~
'

Since the inception of the subject of decision risk analysis, a major r
problem has been the lack of a generally accepted set of definitions; and, :
as a result, the methodology to conduct such an analysis is muddled. 3

§ Intuitively, it is clear what risk means; for instance, a model was
1 constructed by Aerospace Industries Association (1969) which portrays the
1 conversion of unknowns to knowns relative to the progression in the materiel

1 . acquisition process. Two types of unknowns are highlighted which affect
the three key dimensions of cost, time, and performance of any materiel
system or process: known-unknowns, and unknown-unknowns or "unk-unks".
Attempts were made to resort to allied areas such as systems analvsis/
operations research, statistical decision theory, utility theory, etc.,

to define decision risk analysis. With very minimum DOD guidance (Packard,
1970) that the intent of risk analysis is to reduce program risk by formal

risk assessment of technical problems, system and hardware proofing, and f
risk avoidance trade-offs, risk analysis was then blessed with a "catch-all"

definition:

"A disciplined process, essential to program decision making, involving
the application of a broad class of qualitative and quantitative techniques
in analyzing, reducing, and assessing uncertainties associated with tte
realization of cost, time, and performance goals of large~scale militacy

projects.”

A LR

In spite of the situation, decision risk analvsis evolved rapidly.
Risk has been introduced as a fourth dimension in addition to cost, time
and performance, and risk analysis has been envisaged as "systems analysis
of risk" (Hwang and Arnett, 1970). Scme prototype risk analyses were
carried out and are found in Hwang (1971) and throughout the U.S, Army

Materiel Command.

LENLTEL T WO N ST
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The U.S. Air Force Academy conducted a review of the subject and
proposed a list of candidate definitions as follows (1971):

Risk - Probability that a planned event will not be attained within
constraints (cost, schedule, performance) by following a specified course

of action.

9
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Uncertainty - Incomplete knowledge.

LA YN VL@&&MM

Risk Assessment - A comprehensive and structured process for estimating
the risk associated with a particular alternative course of action; also

3 the product of such a process.

e LRy

Risk Management -~ The generation of alternative courses of action for
reducing risk.

’ , Risk Analysis - The process of combining the risk assessment with
risk management in an iterative cycle; also the product of such a process.

We propose to extend the definition to include the following:

e et

Decision Risk Analysis - The formulation of risk analysis highlighting E
alternative courses of actions and consequences for purposes of management 3

decision-making.

sy e e
e,

This added definition is significant. If the analysis and results are
not easily understocd by the decision-makers, the reluctance of decision~
makers to trust such an analysis creates credibility gaps, and all is lost.

A ot i s

Methodologiec 2nd operational definitions have been developed in

1 numerous associated disciplines and are applicable to dacision risk analysis.
- Utility theory has been most helpful to quantify preferences. Gamble or
lottery techniques have been proposed to develop a priori probability laws
over the states. Additionally, the "Delphi" technigue offers some possi- 3
bilities for magnitude estimation and collection of opinions. Quantification ;
4 of contractor risk has been proposed. An iso-risk contour generation scheme :
3 was also developed (Hwang, 1970). Special simulation techniques that compute

1 time or cost variations include Program Evaluation and Review Technique (PERT),

Critical Path Method (CPM), Graphical Evaluation and Review Technique (GERT), k

to name a fev.

Masdedasius

ITI. LOCAL DECISION RISK ANALYSIS
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In the consideration of a research project, a program is structured
with objective, approach, schedule, and resources needed. A basic question
that confronts the decision-maker is whether or not the research objactives
wiil be achieved by following a specified course of action with the planned
3 schedule and programmed resources. If not, what can the decision-maker do
5 to manage more effectively? He is in need of knowing possible outcomes
and consequences, to anticipate possible failures, and to have plauned for
alternative courses of action. This kind of prior information can be i
generated in part from a decision risk analysis with an assessment of :
potential technical problems, consequences of fatlure, judgment as to §
efforts needed to resolve probleme, and impacts on schedule and total cost. b
A generalized methodology has been proposed in the form of a closed
decision analysis feedback cycle (Howard, 1966) consisting of deterministic-
probabalistic-informational phases. In the following, let us consider an

Lvam 2,
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operational model involving a specific case of a V/STOL tilt rotor

research aircraft project (Hwang et al., 1972) jointly developed by the
U.S. Army and NASA.

The approach to the operational model subscribes to the standard
decision tree analysis (Raiffa, 1968) and consists of thc following steps:

1. Aggregste all R&D efforts into major phases.

2, For each phase, identify potential problems, and assess probability
of occurrences.

3. For each problem, evaluate consequences cf failure.

4, Enumerate means to resolve problems and attach probabilities of
success to each.

5. Estimate impacts on schedule and on cost.

6. Fold back for expected values (or apply Monte-Carlo simulation
for outcome distributions).

7. Check sensitivi:y.

The V/STOL tilt-rotor aircraft under analysis features two large
diameter rotors mounted on tiltable wing-tip nazelles. The rotors provide
hover comparable to a helicopter but can tilt by rotating the nacelles 90°
so that the rotors operate as conventional propellers for cruising. The
objective of the project is to develop a proof-cf-concept demonstrator and
research vehicle, and to show that current technology is adequate for the
development of a useful commercial or military V/STOL tilt-rotor aircraft.
R&D efforts are aggregated into the following major phases:

1. Eungineering design and tooling
2. Bench tests

3. Ground test

4, Wind tunnel test

5. Flight test

Data were collected from technical personnel and revealed some thirty poten-
tial problems, some with high probabilities of occurrence. However, the high
probability of success in resciving all petential problems substantiates the
fact that there 1s a very sound technology base. The analysis provided the
project management with a probability of program success, possible cost
growth, and schedule delay for potential technical problems, and a basis fer

contingency fund, as well as alternative courses nf actions should the
potential problems occur.

We refer the interested readers to the study itself and do not elaberate

this local risk analysis in this paper, for the significance of this paper
rests in the global level.
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III. A GLOBAL RESOURCE ALLOCATION MODEL

A large number of specific models have been developed for resource
allocation among R&D activities, many of which are directed to Defense
R&D. Through various decision-rule and optimization approaches, they
purport to analyze certain data in a prespecified manner and suggest an
appropriate allocation of available resources. These models vary greatliy
in scope and procedure. Some terminate with a rank ordering of R&D
projects; others attempt to allocate funds and/or manpower optimally.
Some are deterministic models; others incorporate stochastic elements.
Most are static; a few are dynamic. A number are constrained in focus
to economic evaluations; others are unrestricted as to type of variables
considered. A few attempt to derive the optimal size of the R&D budget,
but most assume the overall funding for R&D to be an upper restraint to
the decision problem.

The publication of these models is widely scattered, but there are
three basic references which briefly describe a number of them and provide
extensive bibliographic references to many more: Baker and Pound (1964);
Cetron, Martinc, and Roepcke (1967); and Baker and Freeland (1972).

The following model is an innovative approach to the R&D resource
allocation problem developed at the Army Air Mobility R&D Laboratory.
It is an adaptation of a basic model introduced by A.B. Nutt (1965),
ircludes a modified value function, also a piecewise-linear solution
capability, and formallv incorporates risk.

Let us pruceed first with a discussion of global risk. The classical
definition of risk as found in most standard statistics texts (DeGroot, 1970)
is:

p(P,d) = f L(w,d) d P(w)
Q

Where p(P,d) is the expected loss or risk, of loss L(w,d) for any decision
d and outcome w with a probability distribution P on the outcome space Q .
It is fairly standard to specify the loss as:

L(w,d) = - U [o(w,d)]

where d(w,d) is the reward for each decision d and each outcome w, and

U is a utility fuaction on the set of rewards. Since we are interested in
choosing & decision d which minimizes the risk, Bayes risk (p*(P) is a
pcssible candidate which is defined as the greatest lower bound, "minimum",
for the risks pi{P,d) for all decisions d, i.e.,

p*(P) = g.1.b. o(P,d)
For a discrete outcome space, the risk definiticn is as follows:
p(P,d) = hW§eQ U fo(wi,d)] plwi)
where p(w) is the probability density function corresponding to P(w).
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Let us inteipret the above definition for a research and development
laboratory management. The simplified diagram below depicts the basic
hierarchy from R&D proiects to the missions.

Research vobability Project Outcome Military
Projects of Outcome Outcome Contribution Utility
Occurrence
P11 —— v — 0lwy,d) — Uy
x1<P12 —— w1z — o(up,d) —— Uy
P13 —— w13 —— 0(v13,d) — U3
Xy <p21 ——— Wy ——— 0(wy,d) — Uy
Ppg T Wy, —— o(wzz,d) — Upy

Assume that local decision risk analyses have been conducted on
individual projects. These analyses have resulted ii: a plan of work
at alternative funding options which minimizes the risk of failing to
achieve the project objective(s). One possible resource allocation
decision d includes the subordinate decisicn to fund a given project
X at a particular level. Corresponding to this decision is a set of
probabilities (p11, P12, P 3) of project outcomes (w1i, w12, wi3). The
anticipated contribution o% each possible outcome to technology objectives
is measured by o(w13,d), o(wy2,d), and a(wy3,d). The overall military
utility of achievement of the technology objectives is reflected by the
Ull’ Ujg, and U13.

To further clarify the diagram, we consider the case of air mobility
research and development. The basic missions of air mobility are intelli-~
gence, fire power, mobility, command, communication and control, and
logistical support. R&D projects are carried out in the development of
technolegy areas of aerodynamics, structures, propulsion, militarization,
support, avionics, weaponization, and system synthesis. A typical project
such as the V/STOL tilt-rotor research aircraft can have a number of
possible outcomes: successful tiit-rotor aircraft with desired flying
qualities, complete failure, or intermediate stages whereby certain
significant knowledge is acquired not previously known or predicted. Each
outcome reveals information which contributes to the technologies of
aerodynamics, structure, and propulsion. The information also has military
utility relative to the air mobility missionms.

Associated with each project, we have tasks or work units with
alternative funding levels, scientific man-years, and test facility
requirements attached. Aggregate resource requirements and subset
requirements must fall within specified limits:
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1. Budget Constraints -

a. Combined task or work unit funding must not exceed the total
R&D budget. T C . X,, < B

TRELEEL

P A R T PP w,.:ﬁ:;%?ﬁ.“z el ."«14,, \l,.« i;‘igi
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b. Reprogramming authority between program elements is restricted,
after funds are appropriated.

aclii

& ades S At et .
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2. Manpower restraints by manpower type introduce an upper limit on
the availability of certain groups of scientists, and a lower limit to )
assure minimum capability if reduction-in-force takes place. : E|

T

- +
M < I M Xy, <M
ik jkt Tik t

3. Test facility time requirements by type of facility may not
exceed their availability.

N oY TR AT
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; FORE S L

The following symbols are defined:

e - program element B - budget

f - facility type C -~ cost

j - work unit identification F - facility
k - funding alternative M - manpower
t - manpower type X - work unit

To obtain soluticn, the global minimization model is couched in a
piecewise linear framework. That is, if two funding options are specified
with corresponding contributions and utilities, a linear combination of
the funding options is assumed possible with a corresponding linear
combination of contributions and utilities. Therefore, if multiple funding
options are specified, the computer algorithm is designed to select any
option or any point on a linear segment between sequential options. This
assumption permits solution of the problem using "separable programming"
or, if only one resource is constraining, "network analysis'. The IBM
separable programming package for the 360-series computers is readily
available and has been used satisfactorily, as has a network program
prepared by Baker, Jarvis and Unger (1971).

Sl e, PR o e LD Y o 2k

FA VNI LGS Y PP

JRRL P

an Y la s b Fann ?

The data collection phase consists of various distinct levels. The
laboratory technical staff and executive committee identify laboratory
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objectives, describe the most important products of each objective
desired within given time periods, and weigh the objectives relative

to military utility, or Army needs (U). Scientists and engineers
identify the possible outcomes (w) of project efforts and probability

of occurrence (p) at each alternative funding level (C) based partially
upon a local risk analysis. They also specify manpower (M) and test
facility (F) requirements by type at each funding option. They address
the outcome contributions to technologies as well ( ). It is important
to note that under this scheme, data are collected from both scientists/
engineers, and managers without compromising their subjective evaluations.

IV. CONCLUSION

In summary, we propose that decision risk analysis for the management
of technology-oriented research and development consists of two major
parts. A local decision risk analysis is conducted on each project to
insure that research objectives are accomplished. A global decision risk

analysis is carried out to allocate limited resources among all R&D
efforts optimally.

The global decision risk analysis model is one which minimizes risk
in terms of contribut’on to technology and military utility, subject to
resource constraints on budget, manpower, and facilities. Most signifi-
cantly, the risk model is derived from the classical risk definition and

is totally consistent with resource allocation models which maximize
expected military utility.

The global resource allocation model has been experimentally applied
to partial research programs at the U.S. Army Air Mobility R&D Laboratory.
A more thorough experiment preceding its implementation Laboratory-wide
will be conducted in the near future. A consistent rating scheme designed

to reflect the Laboratory objectives and military utility should prove to
be a challenge to any analyst.

Decision risk analysis is a valuable management decision-making tool
which systematically and simultaneously evaluates data which could not
otherwise be adequately analyzed. It is neither intended to solve all
management problems, nor designed to be an automated decision-maker. It
does encourage participative management throughout the organization.
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INTRODUCTION

The need for an organized, logically appealing and easily
applied approach to risk analysis in major Research and Devel=-
opment projects has been recognized for some time. Scientific
management techniques have been employed by the Department of
the Army (DA) and, more specifically, by the Army Materiel
Command (AMC) at all phases of the development, procurement
and production of weapons systems and materiel. DA Pamphlet
11-25, The Management Process for Development of Army Systems,
and AMC Regulation 11~-27, Conceptual Model - Life Cycle Manage-
ment of US Army Materiel and AMC Official Milestones, provide
these detailed procedures and constitute a logical framework
for application of a formal risk analysis. Indeed these regu-
lations have assumed, explicitly, that a formal assessment of
risk is undertaken. However, the.role of risk analysis has
been understated and relegated to the whims of intuition and
subjective opinion - with disastrous yet highly predictable
consequences. Confronted with significant budget reductions
and increasing Congressional scepticism, the military decision-
maker must have a proven technique for assessirg risk. This
tool should provide quantitative evaluations, at pre-defined
milestones, of the relative risk associated with pursuing
various alternatives. Lacking this his decisions will remain
vulnerable to attack and without authority. This paper has
been directed toward meeting this need. A viable technique
for formal assessment of risk, to be used in conjunction with
the Army Life Cycle Model, is developed and presented.

BACKGROUND

The problem of decision-making under uncercainty is not
a new one. It has been addressed by Pascal, Bernoulli and
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Bayes in the 17th and 18th centuries. However, applications
to real world problems were never seriously considered until
relatively recent times. The work of Morgenstern and Von
Neuman in this area provided a reinforcing influence to the
awakening interest in scientific approaches to management.

Making decisions while operating in the uncertain environ-
ment is the very essence of the management problem. Only
those problems involving uncertainty are of interest, and
they surely constitute the large majority of the decision-
making in the Department of the Army. It is in this area that
the great challenges lie; and, accordingly, where the most
lucrative benefits are to be derived. For "the question is

not whether uncertainty exists, but rather in determining the
nature and magnitude of the uncertainty.” (1)

Recently the literature has significantly expanded with
the publication of various botks, articles and dissertations
on the broad subject of decision-making under uncertainty.
Increasingly, references to and explicit mention of the term
"risk analysis" have appeared. 1In its most general sense risk
analysis may be defined as "the broad class of techniques for
analyzing, quantifying and reducing the large set of uncertain
events that are inevitably associated with the realization of
time, cost and performance goals of large scale military
projects." (2) Obviously the approach need not be limited
solely to military projects; application to large civilian
projects is apparent. A more restrictive definition was that
given recently by Mr. David Packard, Under Secretary of De~
fense, "Risk assessment is a careful assessment of the techni-
cal problems involved and a judgement as to how much effort

is likely to be necessary in finding a solution that is prac-
ticable."

As noted previously risk analysis has received increasing
attention lately, both in literature and by decision makers at
the highest levels. No approach has yet been developed within
the Department of the Army to quantitatively assess and com-~
pare the risk associated with pursuing various alternatives

in large Research and Development projects. This paper is
intended to fill this void by incorporating the concepts of
many papers, on the general subject of decision-making under

uncertainty, into a procedure based upon the Army Life Cycle
Model.

The Army Life Cycle Model provided the obvious base on

which to apply a formal risk analysis. It is a rigorous,
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3 well-documented and publicized management process. It closely
1 resembles the approach used in civilian in*ustry. Within the
model, certain key decision points were i . tified as being
especially critical. At these milestones a series of perti-
nent questions were developed keyed to the nature and magnitude
of the many uncertainties associated with the project at that
decision point. A scoring procedure was devised to reduce all ;
questions to a common measure of risk using weight and worth
functions (to be explained later). The system flexibility 1is
made possible by allowing the widest latitude in modifying

and changing the questions csked, and applying personal utility
values to the scoring. 1t is this feature, together with the
inherent simplicity and ease of application in providing quanti-
tative results that gives this approach utility.
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The decision-maker in large scale military Research and
Development projects is generally confronted with four tyoec
of uncertainty. These are technology, cost, schedule aud 4emy
threat. This last uncertainty is normally regarded a= uing
beyond the control of the decision-maker and the most : ssi-

mistic evaluation is usually taken as given.
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It is generally accepted that the central problem in most
. Research and Development projects is technology. Many experts
3 in the fi.:ld, if such persons do in fact exist, will attribute
] 60 to 90 percent of overall project risk to technology, especi- y
3 ally during the early phase of the project, concept formulation¥* ‘
1 (3). However, it must be immediately recognized that the three ‘ .
uncertainties of immediate concern, cost, schedule, and tech-
nology are interdependent. One may be reduced by increasing
either or both of the remaining, although the relationship is
not linear and will vary over different projects.

S

A considerable effort has been expended in analyzing and
estimating cost uncer.ainties in large projects. Costs over-
% runs for many Air Force projects were classified according to
degree of technological advancement (4). A positive correla-
tion with initial technical uncertainty was obtained. However,

*While this theory has won generally universal acceptance Perry .
takes issue. He states that technological uncertainty may not .

be the significant factor in injecting risk, it might be un-~
wieldy and poorly functioning organizations.
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even within a given technological advance class, substantial
cost variations exist. A Rand Corporation study has shown
that cost increases of up to 1,000 percent are not uncommon
and have even exceeded 2,200 percent. This can probably he
explained by the fact that military R&D efforts are inherently
riskier than civilian efforts, which tend to be short term,
safe and keyed toward modest advances in the state-of-the-art.
Additionally, optimistic bidding on military R&D projects ap-
pears to be the nature of the competitive environment.

The project manager has some means available for combating
technical uncertainty. The foremost of these would be pur-
suing as many feasible alternatives as practicable. Hence
he can keep his options open and remain flexible. Another
approach would require the use of prototypes in the develop-
ment stage. Many unanticipated problems can be quickly uncov-
ered if tested, proven prototypes are necessary prior to
entering production. Finally, the project manager can suspend
further operations and insist upon renewed efforts in basic
and applied research if technical problems continue during

development.

A manager's success is measured, to a large degree, by his
facility for rapid, accurate determination of the nature and
extent of these uncertainties. He must gauge their impact up-
on his program and immediately take measures to eliminate, or
at least reduce them. Early recognition of tenuous situations
is vital. Thus, any approach to risk appraisal must be geared
to early identification and isolation of high risk situations.

It cannot be valuable otherwise.

Previously risk assessment was a purely subjective judgment
by the decision-maker or his staff analyst. Perhaps the lack
of a formal, logically conceived approach was more responsible
for this situation than lack of awareness of the value of risk
analysis. A recent study has shown that decisions made by
business executives do not necessarily emanate from a rigorous
logical process (5). By failing to write out the facts, array
them in logical fashion, and examine the conclusions drawn,
these experienced decision-makers arrived at irrational deci-
sions. Thus it can be stated that any successful approach to
risk analysis must provide a formal, written, logically con-
si1stent technique capable of early application in the project,
when correct decisions reap the most lucrative rewards.
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METHODOLOGY

The central problem is one of risk assessment. However,
prior to resolving this some other, more immediate, tasks
must be accomplished. As previously mentioned a systematic
procedure has already been delineated for management of large
military R&D projects. With this structure, the Life Cycle
Model, the actions and interactions of all applicable agencies,
Department of Defense, Department of the Army, Combat Develop- :
ments Command, Army Materiel Command are specified from the k
earliest stage of Concept Formulation through procurement and, 3
literally, to the retirement of the particular equipment from . i
the inventory. Certain critical milestones in the evolution
of the model are evident. These are points where rigorous
evaluation of the project status must be performed to deter- E
mine whether continuing efforts, and hence deeper commitments 3
shall be made. At these milescones there is implicit recogni-
tion that a judicious application of risk analysis is required.
Early and successful application of risk analysis should poten-
tially yield the greatest benefit. Consequently, the milestones
chosen for formal application of risk analysis are:
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1. Preparation of Proposed Material Need Technical Plan X
] (AMC Activity #16).

2. Advanced Development Plan (AMC Activity AD2).
X 3. Proposed System Development Plan (AMC Activity #28C).
3 4. Contract Definition IPR/SSE (AMC Activity 53).

The first three were chosen during the Concept Formulation 3
phase, the last occurs during Contract Definition. It should :
be understood that these milestones were chosen as the junc-
tures where AMC interaction with the other major commands was
required. Essentially, this approach was developed for use

at the AMC Commodity Command level:; yet, as the possible appli-
cation extends to civilian projects so also does it apply to
other Department of the Army commands. For each of these
decision points a series of questions was prepared. Divided :
into three sections, each group was devised to expose and
isolate as much information as possible on the uncertainties
associated with technology, cost and schedule. The decision
maker can opt to remove or add questions as desired.

I T
eoakatadaeat

Armed with these questions, a means to reduce their answers
to a common measure of risk is required. Figure 1 shows the
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probable impact of each type of uncertainty upon risk during
project development. While these values are suggested for
use in this approach, others can be inputtced if concidered
more realistic in any specific applicatinn. Each series of
guestions is assigned its coantributing proportion to overall
project risk. In addition each question is assessed a weight,
a numerical score ranging from 1 to 10. Weight is defined as
a numerical evaluation of the impact of a particular quastion
upon determination of risk in relation tc all other questions
in the same categories, i.e., technology, cost or schedule.

e o ol P AP ancad M sl

e bttt W0t Lok

UNCERTAINTY PERCENT OF PROJECT RISK :

DEVELODMENT ;

» CONCEPT CONTRACT AND :
i FORMULATION DEFINITION PRODUCT ION

PERFORMANCE 80 - 90% 66 -~ 70% 30 - 4C% §

E

1 COSsT 5 - 10% 15 - 20% 30 ~ 50% 3

2 SCHEDULE 5 - 10% 15 - 20% 30 - 40% j

Figure 1

When weights have been assigned to all questions, each

individual weight is multiplied by 100 and divided by the sum

] of weights of the section it is in. This figure when multi-
plied by the section percentage of risk contribution results !

in the modified weight of the question. Now the impact of :

the answer upon total risk is expressed in p=arcentage form.

For example, Figure 2 shows three questions for each of the

major sections. Perce..tage contribution toward risk is shown ,

: as 70, 20 and 10 percent for technical, cost and schedule i

E uncertainties respectively. Each irdividual question has :

a modified weight and the sum of all modified weights total
to 100 percent.

The apprcach to be used here makes use of a technique
widely applicd throughout Department of Defense and attributed
to Alain Enthoven (6). This is the BOP method in which an
uncertainty is treated by providing a range of possible values
from Optimistic through the Best single answer to the most
Pessimistic. If the answer to a question is unfavorable,
that is, tending to dimi: ish the :robability of successful

148




L

R AT AT

PP TR R S W, TS e S T S T R ¢ G P CHE. Te B R S R R Ty S L LN T ST s, For ST, T S T SRR T Sy e

project comgletion, then the total modified weight cf that
question is added to the previous tutal of risk points
assessed. Unfavorakle responszs may be aifirmative or nega-
tive and should be intuitively obvious. No weight points are
assigned upon receiving a favorable reply. Each question is
posed until all have been answered. An overall risk deter-
mination, anywhere from 0 tc 100, has been obtained and this
procedure can be repeated for any number of alternatives.
Thus various alternatives can be compared and ranked and the
basis for a logical choice exists.

UNCERTAINTY QUESTION RELATIVE MODIFIED
3 SECTION WEIGHT WEIGHT WEIGHT
70 Technology 8 8 x 100 = 40 28
20
8 8 x 100 = 40 28
20
4 4 x 100 = 20 14
20 20
20 Cost 9 9 x 100 = 45 09
20
7 7 x 100 = 35 07
20
_4 4 x 100 = 20 04
20 20
10 Schedule 6 6 x 100 = 33 03
13
9 9 x 100 = 50 05
3 3 x 100 = 17 02

12

|
|

e
o
[
(=)
(=]
oP

T00%

Figure 2

So far, this approach gives one estimate of risk for each
alternative. The Best-Optimistic-Pessimistic range is obtained
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by employing a worth concept. For some questions which either
are not entirely relevant or for which nc single answer evxists
or for which confidence in the response is lacking, a series
of rules is employed. To obtain an Optimistic estimate of
risk, a favorable response is taken to the specific question
during that pass and no weight points are added. Conversely
the Pessimistic estimate demands that during that pass an
unfavorable response be taken and weiyht points added acconrd-
ingly. To compute the best estimate of project risk an addi-
tional modifier, Worth, must be defined. Worth is a measure
of the relevance of a particular question and/ocr the confidence
the decision-maker has in the accuracy of the response. It is
measured on a scale of 0.5 to 1.0. Questions considered
totally irrelevant should be disregarded, however, questions
which generate a wide diversity of answers should never be
cast out. The worth rating is muitiplied by the modified
weight assessel the question. 1If an unfavorable response is
in question then the risk points added are the multiple of
Worth and Modified Weight. However, for favorable responses
the risk points added are the product of (1.0 - Worth) and
Modified Weight. 1In this manner the Best estimate of project
risk is compiied. Figure 3 provides an example of BOP scor-
ing for a simple, rine-question program. Obviously for those
questions, to which the decision-maker is assured of the
relevance and accuracy of the response, the Worth assessed

is 1.0. 1In these instances, the Pessimistic, Optimistic,

and Best estimates would receive the same value.

It must be recognized that the estimate of risk obtained
has certain limitations. While the results should be reason-
ably accurate and provide a meaningful basis for decision-
making, estimates should alw-~ys be used for comparison with
ot™er alternatives at the same milestone or with estimates
obtained at succeeding milestones. Failure to consider all
the possible, pertinent questions could distort the results
obtained. 1In addition, bias can alsc be introduced by pre-
judicial weighting of the questions. Another potential hazard
could arise if invalid conclusions are drawn from a compari-
son.

EVALUATION OF RISK ESTIMATES

The utility of this approach, as explained earlier, to
the decision-maker is largely dependent upon the analysis of
the risk estimates obtained for the various alternatives.

In selecting his preference he has unfortunately, consider-
ablie latitude. There is no single, most powerful test avail-
able except for those rare and unimportant cases where
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dominance exists. Figure 4 shows the results of an analysis

where Alternative A is clearly dominant over the other strate-
gies. - .

ALTERNATIVE
A B C D E
Pessimistic 50 65 80 75 70
RISK
Best 40 55 50 65 60
ESTIMATE '
Optimistic 30 50 30 60 50

Figure 4

The situation more likely to occur might be that shown in
Figure 5. Here no one alternative exhibits dominance over
all others.

ALTERNATIVE
A B c D. E
Pessimistic 75 80 65 55 85
RISK
Best 40 45 60 50 80
ESTIMATE
Optmistic 30 10 55 45 75

Figure 5

However, Alternative E can be eliminated from further con-
sideration. It is clearly less desirable than any of the -
other alternatives. Figure 6 lists various criteria for selec-
tion of the most desirable-alternative and ranks the choices.

CRITERIA | RANK

Low Pessimistic
Low Best

Low Optimistic
Low Average

Low Range

wtnm:schu
PSJth(4N
cocoﬁw
OOOOB)'.&-

Figure 6
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Although numerous statistical tests are available, they
1 fail to provide conclusive results with available data at
3 meaningful significant levels (.10, .05, or .01). Insuffic-
ient data is yielded by only "sampling” three times from a
population. If a rigorous statistical test is desired the )
decision-maker could require eight individual Best estimates ]
of risk for each alternative. It may not be illogical to
assume that on any large program eight analysts can be found ;
who could respond satisfactorily to the programmed questions. 3
Eight estimates on each alternative would provide enough data
to determine statistically which alternative offers minimum

5 "“‘*"'"&5&%}2{*":"1 -,;J':‘}"" ':AM

risk. :

If it is assumed that the risk estimates were obtained ; f

from sampling normal populations, with unknown but equal : ;

g variance, then the Students t-distribution can provide satis- : §
3 factory answers for small samples by testing two alternatives

: at a time. It is recommended that the assumption of equal : }

3 variance be further tested using standard F-distributions. : 3

3 If it is desired to test all alternatives simultaneously, and ‘

the previous assumptions are maintained, an Analysis of Vari-
] ance can be performed.

Non-parametric statistics offers tests which car be just
as powerful as those requiring the assumption of normality
(7). For this reason, the Wilcoxon test for the unpaired k
case is recommended. In the Wilcoxon test samples from two 5
populations which are tested against an hypothesis of equal
means, are ranked numerically by size. If five estimates are
obtained for each alternative then the sum of the ranks is

ALloan

Sum of Ranks = 10 x 11 = 55
2

v

_ A valid conclusion to be drawn from the null hypothesis is

that the sum of ranks of each alternative must be approxi-
mately equal.

Consider the following example using data
from Figure 7.

ALTERNATIVE A

_____ ALTERNATIVE B
RISK ESTIMATE RANK RISK ESTIMATE RANK
48 10 39 4
43 8 36 2
38 3 42 7 ;
45 9 33 1 :
41 6 40 5 4
Sum of Ranks 736 19

Figure 7
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There are 252 possible ways of selecting 5 ranks from a total
o - " (C10 5=252). It is also possible to determine without

& muc. fficﬁlty all feasible combinations summing to 19 or less., .
1 There . 2 12 such combinations ranging from :

1+2+3+4+5=15

Y - T
e o
Oy e o

to 1+ 3+ + + = 19

e s st ekl TR otn SRt nnm

A T T TR

Accordingly, the probability, given the null hypothesis, of
obtaining a sum of ranks ; 19 is

it n ehadaantn

N
El

P =12/252 = 0.0477

The null hypothesis could be rejected at the 5% significance
level. Alternative B would be preferred.

2 Aoy s

; While tables are available for calculating probabilities

] with larger sample sizes, the formal statistical approach,

1 botlk parametric and non-parametric, is inherently limited by

- the difficulty of obtaining many qualified personnel to develop
3 "best" estimates of risk. There cannot be much reassurance in :
1 relying upon this approach. The problem remains how to evalu- :
ate alternatives each with a single range estimate of risk. :

There is intuitive appeal in the philosophy which proposes
that guantitative results should only indicate the correct
choice to the decision-maker - not cause him to doubt his
strategy or change his goals. In other words, the decision-
maker should have decided upon his criteria a-priori and not
be swayed by how the numbers fall. That being the case, the
conservative decision-maker may opt tc pursue "the lowest of
the Pessimistic" strategy - in essence, mini-max.

There exists persuasive arguments for selecting "the low-
est of the Best" estimate. Certainly it should be considered
at least as strong as either the Optimistic or Pessimistic.
The decision-maker favoring the strategy of "lowest sum of
estimates" would be confronted with the delemma, as seen in
Figure 5, of choosing Alternative B over A even though the
Best estimate for A is better than B. He could not be faulted
for disregarding this fact and reaffirming his choice of B.
However, he might resort to a sensitivity analysis to see how
Alternative A would be more acceptable to him than B. For

15k
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this example a weight ratio of 3.0 to 1 in favor of the
Best estimate over Optimistic or Pessimistic would represent
the point where he is indifferent bhetween both alternatives.
This is less than the ratio of 4.0:1 proposed by Best (8)
who favors the weighted average approach. In comparing
alternatives A and B they would be measured accordingly:

A £
75 x 1 =175 80 x 1 = 80
40 x 4 = 160 45 x 4 = 180
30x 1 = 30 10 x 1 =10

26 270
Figure 8

and A selected as having the lowest weighted average. This
procedure is based upon assuming a Beta distribution and is
wicely used throughout the Department of Defense.

In summary, the following recommendations may be made
concerning evaluation or risk estimated:

1. Always check for dominance.

2. Whenever possible attempt to obtain sufficient (at
least six) independent Best estimates of each alternative to
enable a non-parametric statistical test to be accomplished.

3. If #2 is not possible, determine a strategy and make
the appropriate decision. Attempt a sensitivity analysis to
assess the limits to which the decision will remain unchanged.
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VERT - A Tool to Assess Risk*

Gerald L. Moeller, P.E,
U,S. Army Management Engineering Training Agency
Rock Island, Illinois

VERT, an acronym for Venture Evaluation and Re-
view Technique, is a mathematically oriented sim-
ulation networking technique. It is used to assist
management in the decision-making process in-
volving risk assessment of an on-going project or
any new Government or business venture. VERT
enables the user to create a fourth dimension of
risk which is the common measure used to inte-
grate the three principal dimensions of time, cost,
and performance. With this technique, time, cost,
and performance are the exogenous variables that
control the values the endogenous variable '"risk"
assumes, An extensive array of operands facili-
tates the capability to model real time decision
logic and enhances the exgloration of conditional
multivariate situations which defy ready mathe-
matical analysis, Decisions within the network
can be structured singularly or jointly on time, or
cost, or performance basis. Classical discount-
ing of cash flows formulas are also utilized,

VERT is a tool used for constructing cost, sched-
ule, and performance analysis models of Govern-
ment and business ventures. This tool is designed
to systematically assess the risk involved in un-
dertaking a new venture or in the planning, moni-
‘oring, and evaluation of on-going projects and
programs,

During the last four to six years, business schools
and a handful of companies have been teaching and
using statistical decision tools to aid in project
planning and review efforts. In the Defense indus-
try, these efforts have been more formalized into
a decision risk analysis function (Packard, 1970).
The literature contains many examples of analysis
and tools used in these efforts. Charnes (1966),
Elmaghraby (1966), Pritsker (1966), Kaufmann &
Desbayeille (1969), Schlaifer (1969), Raiffa (1970),
Robinson (1970), Hwang (1970, 1971), Hwang &
Banash (1971), etc. contain only a few of the many
excellent examples of the current processes used
by business and Government {o reduce the uncer-
tainty involved with a new venture or in monitoring
an on-going project or program, VERT incorpo-
rates many ideas the above authors contributed for

the development of 2 more formalized decision
risk analysis.

I. _Description of VERT Process

VERT is a network tool which utilizes simulation
ar a means of deriving solutions. It has an ex-
tensive array of logical and mathematical fea-
tures which makes it possible to analyze complex
systems and probleins in a less inductive manner
than traditional methods., When using this tool,
the user can expend more time on individual com-
ponent time, cost, and performance analysis
rather than developing the interaction among com-
ponents, The extensive number of operands
available removes the inductive headaches from
modeling componcnt interaction. These operands
enable the user to explore conditional nonlinear
multivariate situations which defy ready mathe-
matical analysis. VERT enables the user to cre-
ate a fourth dimension, "risk,' which is used aa
a common measure to integrate the three princi~
pal dimensions of time, cost, and perforiance.
Risk is the endogenous variable being controlled

by the exogenous variables time, cost, and per-
formance.

VERT has two parts. Part one consists of con-
structing a graphic network representation of the
project, Part two consists of analyzing that net-
work through the use of a computer program.

Figure 3 is an example graphical network repre-
sentation depicting elemental activities, events,
and real time decisions. Real time in this con-
text has the following connotation; the decisions
made within this mathematical simulated net-
work would be the same as those the manager
on the job would make, given the time, cost,
and performance values derived by the network
for eacn of the various decision alternatives
proved to be the same as thosc encountered in
the actual project development,

In the VERT system, project activities are repre-
sented by arcs, and events or milestones are rep-
resented by nodes. The arcs and especially the

*VERT will be published in the 1972 Technical Papers of the American 'nstitute of Industrial Engineers,
Inc. and will be presented at the 23rd Annual Institute Conference and Convention of the American
Institute of Industrial Engineers to be held in Anaheim, California, May 31 « June 3, 1972,
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nodes are used to create the real time decision
capability. Therefore, the flexibility and array
of capabilities structured in the nodes and arcs
become a very critical consideration when at-
tempting to model an unusual decision situation.
The author's intcnt is to strike a balance between
huving enough features available to efficiently
model any decision situation versus over burden-
ing the user with features to the point that only
technicians can cope with this tool.

While pictorially describing the project in terms
of the VERT operands, numerical values for
time, cost, performance, achievement and event
probabilities are assigned to the various project
elements. Procedures useful for eliciting data
have been suggested by Dalkey (1970), Northrop
(1970), and Raiffa (1970). The numerical values
assigned must be measured in a consistent man-
ner throughout the network, Time cannot be laid
out in terms of weeks in one section of the net-
work and in terms of years elsewhere, Like-
wise, cost must be measured in identical units
as ten, hundred, or thousand dollars, etc.
throughout the network, Performance can be
expressed in terms of any meaningful index such
as horsepower, weight, reliability, utiles, re-
turn on investment, guality appraisal, systems
worth, etc.

Time, cost, and performance for each activity
can be jointly or singularly modeled as a func-
tional relationship with other time, cost and per-
formance parameters in the network and as a
stochastic variable, This dual capability enables
modeling the functional relationship portion of a
regression equation among key parameters in
the network and additionally modeling the sto-
chastic residual, VERT has the followirg 14
transformations to aid in the task of expressing
functional relationships among the key parame-
ters.

No. Transformation No. Transformation
1 CX, =X, 9 CyfLogygiCaX)1>X;
2 C /Xy i=»X, 10 C,[sin(C,X )] »X,
3 C X+ C)-3 X, 11 Cy[Cas(CoX) )X,
4 Cy(X) - C)=»X; |12 Cy[Arcan(CX))]+X;
5 Cy(%; Y%, 13 X, 2 C,: C\X, —>X,

X otherwise

6 Cy(C; H-X, C1C, =X,
CHrX

7 Cyle ¥Thax, 14 Xy 2.C,: C1Cp ~>Xp

otherwise

CiX1=»X3

8 Cj[Loge(C2Xy)]-9X,

X| represents a time, cost, or performance value
previously derived within the network., C, and C;
are inputted constants., C; is an ordinary multipli-
er of the transformed variable while C; ir used to
transform X, to Xz.

The functional modeling available in VERT will en-
able deriving time, cost, and performar.ce values
for each activity as a function of the foliowing:
{i.e., X, can be any of the following previously
derived values) (1) node (event) time, :o0st, per-
formance values (2) other arc {(activity) time, cost,
performance values (3) time, cost, performance
of the given activity. (A parameter must not be
dependent upon itself and there must be a depend-
ency hierarchy established among these three
principal parameters.) To aid stochastic model-
ing, VERT has 10 statistical distribution input
options which are as follows: (1) constant,

(2} uniform, (3) normal, (4) triangular, (5) er-
lang, (6) lognormal, (7) poisson, (8) gamma,

(9) beta--3 or 4 parameters, or {10) any distri-
bution, entered as a histogram approximation to
the probability density function,

The degree or extent a project needs to be seg-
me.ted into activities and events is a fuaction of
available data and the results desired. Some man-
agers prefer to estimate parameters for entire
modules or higher level work packages, rather
than estimating parameters for the smaller ele.
mental items in those work packages., Problem
si1zc sometimes has a bearing on the way the net.
work is structured. If a problem is large, it is
often advisable tc construct lower level networks
{subnets) of major modules, The histogram in-
putiing capability for an activity's time, cost, and
per{ormance enables stochastic substitution of re-
sults from lower level subnetworks into a higher
level network,

Part two of the VERT procedure consists of ana-
lyzing the network through tt - 2ee of a computer
program (Mocller, 1972). ° . . rks arc con-
structed so that various co. .sations of alterna-
tive activities could occui .v make a project suc-
ceseful, The computer program explores alter-
nate wayes of completing the project through the
techmgque of simulation, Upor simulating the net-
work a sufficient number of times, the computer
program prints out the following node time, cost
(disccunted, if desired), and performance infor-
mation:

I. Pictorial histogram approximations to the
probability density function.

2. Pictorial histogram approximations to the
cumulative density function (see Fig, 1, cell
data are printed on the page following the histo-
gram printouts),
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Figure |. Hictogram Printout :
3. Mean observation. t> be made on the spread of the distribution in re-
lation to its mean. E
4. Standard deviation, :
VERT prints out a bar graph of terminal node uti- i

. Coefficient of variation,

o

This information is displayed for all internal
nodes, intervals between nodes, and terminal
ncdes as requested. In addition, all terminal
node time, cost, and performance data are com-
bined to give a composite terminal node time,
cost, and performance printout.

The histogram printout of the probability densi-
ty function provides a picture of the range and
concentration of t'ine, cost, and performance
values. Probability of exceeding certain value
levels can be obtained from the histogram
printout of the cumulative density function. The
mean indicates the center of th:- distribution
while the standard deviation gives ar indication
of the overall spread of the distribution. Lastly,
the coefficient of variation enables ar inference

Lization {similar to Fig. 2). It is through the use .
of this printout that the project risk” can be as- E
certained. The usual form a decision risk analy- '
sis network takcs is that of having one or several
terminal nodes collect successful project comple.
tions, and one or severai terminal nodes collect
unsuccessfu! project completions. Realization of
these various terminal nodes compared to the to-
tal number of iteratjions gives an indication of
projecl success or failure. The program next
prints out a critical path index for nodes (see

Fig. 2) and arcs (similar to Fig. 2). Since dif-
ferent stochastic paths can be realized in the
process of simulating the network, the critical
path tends to change. Accordingly, the program
computes the proportion of time each arc and node
is on the cmitical path. These critical path options
facilitate making sensitivity and crash program
analyasis,
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Figure 2. Bar Chart

1.  Mechanics of the VERT Prozess

A. General Processing Steps

The proces~ing ateps of this program evolve
around the various states the arcs assume in the
processing sequence, These states are as follows:
(1) uninitiated, (2) logically eliminated, (3) initia-
ted, (4) successfully completed, (5) unsuccessfully
completed, and (6) considered for the critical path.

The sequence of steps the program takes in deriv-
ing a solution for a single iteration is as follows:
Firat, all arcs are given anuninitiated status, In-
itial nodea are proceased next. They initialize or
logically eliminate ~utput arcs emanating from
them, All initiated arcs are Monte Carlo proces-
sed to determine their success/failure status.
Time, cost, and performance valuss are derived
for each processed arc by the functional relatiun-
ships and/or statistical distribution inputted

for them. Next, all nodes are reviewed to deter-
mine if their input arcs have 1 processing status.
Node processing includes deriving time, cost, and
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performance valuen via the input logic structure,
The output logic ‘or each partially processed node
is employed tc 1nitialize and/or logically eliminate
output arcs, This 1dentical procedure ia repeated
again starting with all eiigible arcs until the net-
work flow has exhaueted itself into the terminal
nodes, At this point, all arcs should have been
realized or logically eliminated from the network.
The optimuin terminal node is next determined as
the one with the shortest completion time, lowest
cost, or highest performance, or the best weighted
combination of these three factors., VERT pro-
vidss the cupability to partially or fully cost the
activities which were initiated before but not com-
pleted by the time the optimum termiral node was
realized, If time, cost, and performance data
displays for internal nodes were requested, the
Program now stores the necessary items to com-
plete the displays. The critical path is next de-
termined and storcd as the path with the longest
completion tims, highest cost, lowest perform-
ance, or the jeast desirable weighted combination
of these factors. VERT enables optional suppre-
sion of critical paths originating from certain
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terminal nodes. The program continues to the
next iteration repeating the preceding steps.

B._Operands

The basic building blocks {operands) of VERT are
nodes and arcs. They are the vehicles used to ex~
press the unique aspects of a project, Their func-
tional relationships are so interdependent that it1s
nearly impossible to describe the functions of one
without describing some aspects of the other. Arcs
perform two functions in the network: the primary
function is to represent project activities and sec-
ondary to perform a logic function within the net-
work. When an arc is used in this latter capacity
only, it is referred to as a transportation arc, Ev-
ery arc in the VERT system is characterized by

the following:

1. An arc name

2. The name of its input node

3, The name of its output node
4. Probabjlity of arc completion

Transportation arcs require only the preceding
four attributes while arcs representing actual ac-
tivities require some of the following items:

5, Separate equations (structured via the
transformations built in VERT) for activity time,
cost, and performance.

6. Stochastic variates for time, cost, and
performance.

Nodes having Falter #1, #2, or #3, and time/cost/
nerformance probability output logic, which wre
later discussed, require output arcs to car>y the
following additional information:

7. Filter #1 - upper and lower LEmits on time
and/or cost and/or performance.

8. FPFilter #2 - upper and lower limits un the
number of successfully completed input arcs.

9, Filter #3 - names of other arcs accompa-
nied by an indicator,

10. Time/cost/performance output logic-prob-
ability distribution(s) possibly requiring tivae/
cost/performance boundaries.

There are four basic input logics availabie for the
split-logic nodes. These logics are defin ~ as
follows:

“Initial” - This input logic is used
to start the network. Multinic ju-
itial nodes may hz utilized in a
netwotk, Time, cost, and per
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formance values assigned are zero.

If the 1nput logic for the following nodes 18 not sat-
181ed, all cutput arcs will be logically eliminated.

“And'' - This input logic requires
all input arcs to be successfully
completed before the network flow
can continue through this node.
The time value assigned to this
node is the maximum path time of all the input
arcs. Cost and performance values assigned to
this node are computed as the sum of all the re-
spective costs and performan-es of each input arc.
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"Partial and'’ - This input logic
requir.s all input arcs to be suc-
cessiully completed or logically
elimir~ted from the network. If
at seast one input arc has been
successfully completed, network flow will be al-
lowed to continue through this node. The time
value assigned to this node is the maxiraum path
time of all the successfully completed input arcs,
Cost and performance values assigned to this node
are computed as the sum of all the respective
costs =nd performances of each of the successful-
ly conipleted input arcs,

3.

$ 44
oz»v
!

Yo ol . "OrT - Thir input logic requires
) i I all input arcs to be succeasfully
Rl |, completed or logically eliminated

trom the neiwork, If at least one

input arc has been successfully
¢ mpleted, network flow will be allowed to con-
tinuc through this node. The time and performs-
ance values assigned to this node are the time
and performance values carried by the input arc
! aving the minimum path time, The sum of all
+he path casty of each of the successfully com-
pleted mnput arcsas the cnst value assignes to the

node.

Tie following six output logics available for split
nodes will be utilized only when the input logic
can be successinlly executed,

1. T rTermynal’' - This logic is used to
€ end the network,
o

2 “All" - This logic will simultane-

ously initiate all output arcs emia-
nating from this node.
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Ech of the three preceding logics will initiate caly
one output arc. Arc initiation is accomplished
probabilistically and can include a time/cost/per-
formance Lasis if desired. The probability-time/
cost/performance dependent situation enables in-
putting three different sets of output probabilities
of initiation separated by two tirse/cost/perform-
ance boundaries. These boundaries create the
three regions where the three probability sets ap-
ply. If the time/cost/performance computed for
the node lies hetween zero and time/cost/perform-
ance boundary one, the appropriate time/cost/
performance domain 1s region !, Probability set
number 1 will he utilized 1 this case. Likewise,
if the node time/cost/performance lies between
time/cost/performance boundaries | and 2, the
appropriate time/cost/performance domain is re-
gion 2 and probability set number 2 will be utilized.
Lastly, if the node time/cost/pcerformance lies be-
vonrd the time/cost/performance boundary number
2, the appropriate time/cost/perfermance domain
is region 3; probability set number 3 wiil be uti-
lized.

If time/cost/performance concitiomng 1s not re-
yuired, only -~robability set 41 necds to be speci-
fied, Lilewise, if 1t is deemed that two probabil-
ity sets separated by one time/cost/performance
boundary fit the situation, a single time/cost/per-
formance boundary point and probability sets #1
and #2 are reguired. The probability-tune/cost/
performance dependency capability is utilized in
sitartions where the chances of events Lappening
deperd upon the time/cost/performance realizel
at key milestones within the network,

6, e Tilter #1'" - This logic wili initiate
| = one or a mu